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Abstract

Background Working from home (WFH) provides flexibility but often at the expense of productivity. 
In traditional office settings, the presence of colleagues has an impact on productivity, and the absence 
of social monitoring is a key factor affecting WFH workers’ concentration. To address this challenge, this 
study proposes a desktop robot companion, Roby, that monitors workers’ behaviors to provide real-time 
interactive feedback to increase productivity and to enhance the WFH experience. 
Methods After generating our initial interaction design framework for Roby, we used a Wizard-of-
Oz experiment to evaluate Roby’s suggested interactions and its form factor using our research prototype. 
The participants were asked to work at home with Roby on their tabletops. The collected data included 
observed behaviors, participant feedback on Roby’s design through questionnaires and interviews, and co-
design session findings. Then, using a thematic analysis, we identified recurring themes to derive design 
guidelines for an optimized WFH companion robot.     
Results The study showed that Roby’s physical presence and interactive behaviors positively 
impact WFH productivity. Contributing factors included its supervisory presence, clear, interactive cues 
marking work/break transitions, subtle non-intrusive motion reminders to stay on task, and simple, 
functional minimalist form factor. Future WFH companion robots should balance supervision with a 
lack of disruption, provide natural communication, deliver unobtrusive multi-sensory cues, and allow 
adaptability to diverse home setups to optimize productivity and user experiences. 
Conclusions This study provides insights into how a tabletop robot companion influences the 
productivity of knowledge workers in WFH settings. By evaluating Roby in real-world contexts, we 
identify key factors that we hope can inform the design of future intelligent robot companions to optimize 
remote work experiences across various professional domains.
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1. Introduction

Working from home (WFH) has gained popularity among knowledge professionals such as 
software developers, writers, and designers since the start of the pandemic (Bick et al., 2023). 
While WFH has enhanced employees’ flexibility in working hours and job satisfaction, it has 
also been associated with potential downsides, such as decreased productivity (Wu & Chen, 
2020).

In the field of design and human–computer interaction (HCI), there have been several 
attempts to support productivity in work settings. However, most of these existing works 
remain limited within the scope of office environments (Figure 1a) and/or exist as software 
in a virtual environment (Figure 1d), unable to capture the full scope of workers’ dynamics in 
diverse physical environments.

Most virtual solutions (Figure 1d) predominantly rely on screen-based data within a 2D 
space. The most common virtual approach is to apply self-tracking technologies to monitor 
digital activity and screen time (Kim et al., 2019) and return the monitored information to 
users with minimal interruptions (Winikoff et al., 2021). Additional virtual solutions that 
have been explored or developed for both office and WFH environments include chat and 
voice-based conversational agents (Kocielnik et al., 2018) along with various employment 
surveillance technologies (Cousineau et al., 2023). These technologies are primarily aimed at 
enhancing communication and monitoring work activities digitally, and they focus solely on 
monitoring micro-level digital activities communicated by people. Additionally, these works 
rely on users’ self-reflection process, using monitored activity data as a trigger.

Conversely, physical and embodied solutions (Figure 1c) typically take into account more 
tangible or interactive components that incorporate physical elements. There have been some 
solutions proposed for office environments, such as break management robots (Šabanović 
et al., 2014), socially assistive robots (Zhang et al., 2021), and other types of robots (Jacobs 
et al., 2019; Ogasawara & Gouko, 2017; Tan et al., 2023). However, there is still a lack of 
solutions tailored to the needs of remote work setups. Consequently, the domain of embodied 
WFH practices remains largely unexplored. 
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Figure 1 Research landscape of work productivity solutions (assistive, worker-employed)

The presence of physical forms and embodied elements in agents has been found to improve 
a variety of user experiences. For example, Rogge (2023) suggests that embodiment fosters 
the creation of social and emotional attachments, highlighting the unique capabilities 
of physical agents in establishing meaningful connections with users. Similarly, Ventre-
Dominey et al. (2019) found that physical agents are generally perceived as more likable and 
sociable compared to their virtual counterparts, underscoring the potential for enhanced 
user engagement and satisfaction. Moreover, the benefits of physical embodiment may 
extend beyond mere form—indicating that other aspects of embodiment, such as the agent’s 
behavior or the context of its interactions, could play a significant role in its effectiveness as 
well (Sasser et al. 2024). The existing studies emphasize the need for further exploration of 
physically embodied solutions that utilize these dimensions to enhance productivity in WFH 
settings, potentially leveraging social factors and work productivity simultaneously.

In this study, we shift our focus from “micro-monitoring workers’ behaviors” to “providing 
the impact of social presence” on productivity (Conrad et al., 2023) as a way to enhance 
WFH workers’ experiences. In real-world office environments, the presence of colleagues 
working in the same space indirectly influences workers’ productivity in a positive manner; 
for example, they may focus more if other colleagues seem to concentrate on their work. 
Integrating these ambient social factors can leverage the tangible dynamics of the workspace, 
providing a more engaging and interactive work experience (Shiomi et al., 2006). 

To employ physical presence in a home office, we propose the concept of a tabletop robot, 
Roby, that acts as an interactive companion and transcends the limitations of digital tracking 
tools, not just providing reminders or alerts but also serving as a physical embodiment of 
work discipline (Figure 1a). Roby monitors workers’ presence at the desk and their working 
behaviors throughout their work journey and provides real-time interactive feedback in 
an ambient manner. As domestic spaces transform into home offices, introducing robotic 
objects can engineer new realities that positively impact the WFH environment. Along with 
projections indicating surging growth and adoption of robotics and smart home technologies, 
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especially across the Asia Pacific (ReportLinker, 2022), tabletop robots present an innovative 
solution to enhance productivity for WFH professionals. 

After proposing our initial design for Roby based on the literature, we suggest four types 
of interactions: i) a greeting interaction that welcomes users and indicates the start of the 
supervisory phase by moving the camera to the front-facing position; ii) a supervisory 
interaction that establishes a sense of observation through responsive movements during 
work periods to sustain focus; iii) a mirroring interaction that offers physical cues like a 
downward lens tilt to facilitate work-break transitions; and iv) a farewell interaction that 
signals the end of the work session by returning the camera to its rear-facing position, 
granting personal time. Then, we evaluate the proposed interactions in real-world settings 
using a Wizard-of-Oz (WoZ) approach with six participants. The results highlight the impact 
of Roby’s assistive approach on increasing productivity by collaborating with workers to 
improve their focus and ability to do more work rather than delegating tasks directly to the 
robot.

This study’s key contributions are twofold. First, the empirical findings from our WoZ study 
offer insights into how a companion robot affects the productivity of remote knowledge 
workers in terms of its presence, interactions, and form. Second, leveraging these insights, 
we delve into the design implications that can inform future decision-making regarding 
the design of such robots. By understanding how different shapes and motions impact 
concentration, we can inform the future design of robotic objects that optimize productive 
focus for knowledge workers. 

2. Design Proposal

We introduce the initial design concept of a work companion robot, Roby, to support the 
productivity and emotional comfort of WFH workers. Roby is a desk-based robot designed 
to monitor workers’ activity using an embedded camera sensor and provide corresponding 
interactions. Guided by an understanding of the typical workflow adopted by knowledge 
workers, we outline four types of interactions that we created for Roby and discuss our initial 
design decisions. 

  2. 1. Interaction Framework

The robot’s dynamic interactions are designed to enhance the remote working experience 
by reflecting the natural workday rhythms of WFH workers. Four different interactions are 
introduced to reflect the common cyclic phases: 1) work initiation, 2) work progression, 3) 
break time, and 4) work termination. By employing context-sensitive interactive feedback, 
the robot not only keeps users aware of their work phase but also subtly boosts productivity 
by blending into their environment as an ambient, non-intrusive presence. The ultimate goal 
of the suggested interactions is to empower the robot with social qualities, establishing a 
distinctive social connection with users.
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Figure 2 Interaction framework: (a) greeting interaction, (b) supervisory interaction, (c) mirroring interaction, (d) 

farewell interaction

      2. 1. 1. Work Initiation: Greeting Interaction

Inspired by Heenan et al. (2014), we designed the greeting interaction to explicitly indicate 
to users that Roby is activated while offering a warm welcome. As Roby comes equipped with 
a camera sensor, which may cause concern for users regarding their privacy, this interaction 
can explicitly indicate the beginning of the supervisory phase with camera monitoring. Upon 
the user sitting down to work, Roby performs a “welcoming” gesture by moving its camera 
180 degrees from the rear to the front-facing position (Figure 1a). 

      2. 1. 2. Work Progression: Supervisory Interaction

Following the initial greeting, supervisory interaction is activated once users sit down and 
start working. This interaction establishes a sense of supervision by tracking the participant’s 
embodied movements and providing social presence through physical reactions. When 
the system detects the user’s attention (eye gaze) drifting from their workstation, Roby 
responds with slight head movements, following the direction of the distraction (left/right) 
and upward movements in the case of vertical movement (Figure 1b). Whereas the robot’s 
gaze and corresponding body manipulation were found to provide social cues for navigating 
robots (Friebe et al, 2022; He et al., 2023), their impacts on social presence in desktop work 
contexts have not yet been considered.  We expect this supervisory interaction could also 
promote sustained concentration and productivity without being intrusive. 

      2. 1. 3. Break Time: Mirroring Interaction

Mirroring interaction is designed to assist users in transitioning between work and rest 
periods by offering physical cues that mirror their cue for rest. Inspired by the fact that 
people tend to take a rest in places with less visual exposure in a physical office (Aries et al., 
2010), we aim to provide an interaction that explicitly makes people feel private from Roby. 
When the verbal cue for resting is activated (Table 1), Roby indicates a break by tilting the 
lens downward, simulating a gesture of nodding off (Figure 1c). This subtle motion aims to 
respect users’ personal space while suggesting a pause. 

      2. 1. 4. Work Termination: Farewell Interaction

When users are done with work for the day, Roby performs a farewell interaction to 
communicate its detachment from them. This interaction signifies the end of the focused 
work session, hence suspending all interactions and granting users their personal time. Thus, 
Roby rotates its camera 180 degrees and returns to its initial rear-facing position.
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Table 1 Interaction Classification

Interaction Phase User Action (Input) Roby Reaction (Output)

Greeting Interaction
Posture change

(Seated for work as a trigger for greeting)

Pivoting its lens 180 degrees to the front-

facing position

Supervisory Interaction

Working duration Gazing (lens facing toward the user)

Occasional movement / signals of 

distraction

Subtly moving its lens following direction of 

distraction

Mirroring Interaction
Verbal cue

(“I’ll take a break for 5 minutes”)

Tilting its lens downward (averting its gaze 

away from user)

Farewell Interaction
End-of-work signals (end of working 

hours)

Pivoting its lens 180 degrees to the rear-

facing position (shifting its focus away)

  2. 2. Form Factor

Influenced by the design philosophy of service robots (Kawamura et al., 1996), Roby adopted 
a simple structure and a gentle design that blends seamlessly with its environment. Roby’s 
design features a simple, non-anthropomorphic shape with dimensions of 120 x 90 x 90 mm. 
This design choice stems from the aim to avoid the potential pitfalls of anthropomorphic 
robots, such as high component costs and the risk of eliciting an uncanny valley effect, which 
is activated by the mirror-neuron system, as noted by Hoenen et al. (2014). The compact 
design is mechanically simpler, more cost-effective, and more reliable compared to its 
anthropomorphic counterparts (Erel et al., 2018). The robot’s minimalistic yet distinct form, 
combined with its physical motions, helps it establish a socially interactive presence, which is 
a key advantage over purely functional objects that lack such social qualities.

Moreover, Roby is designed with functionality and privacy, featuring two parts that facilitate 
rotational movement. This capability not only enhances interaction by allowing the robot to 
simulate head movements similar to nodding or turning but also addresses privacy concerns 
by managing what the robot can “see” according to each interactive phase.

  2. 3. Research Prototype

For the experiments, we prepared a research prototype (Odom et al., 2016) to evaluate our 
early design considerations of Roby in the wild (Figure 3). Similar to the method employed 
by Lee et al. (2019) in creating their robot interaction prototype, we utilized a hacking 
approach. Hacking was an efficient approach, as our focus was to conduct early explorative 
studies to test our initial design considerations rather than finalize the product intended 
for commercial release. We hacked a home security camera device (ASC10) from ABKO, as 
shown in Figure 3a, left. We chose this device as a base structure for three reasons. First, 
the size of this device is within our desired range, as described in Section 2.2. Second, it has 
built-in mechanisms for physical movements–360-degree horizontal and 90-degree vertical 
rotations–which enable simulating the interactions described in Section 2.1. Lastly, it comes 
with a mobile application that supports remote camera manipulation, which could benefit 
our WoZ experiment (Figure 3a, right).  

We designed and fabricated an outer shell of the ABKO device to conceal the obvious 
appearance of a typical home camera device, adopting a minimalistic, hemispherical 
dome-type shape (Figure 3b). The casing, designed with a 5-mm thickness, was divided 
into two segments to facilitate its essential movements, including the lateral rotation 
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during the greeting, supervisory, and farewell interactions. To develop a 3D model for the 
casing, dimensions of the Homecam device –including height, width, and circumference–
were precisely measured using a tape measure. Based on these measurements, the casing 
was designed to encase the device snugly, incorporating a 1-mm clearance on all sides to 
accommodate the base motor, the bulkiest part. This prototype was modeled using the 
Fusion 360 program, and the Single Plus 3D printer was utilized to fabricate the casing with 
PLA filament material. After printing, the casing was fitted over the device to complete the 
assembly.

Figure 3 (a) Homecam device by ABKO and its mobile application (b) 3D model of research prototype casing (c) 3D 

printed prototype

3. Study Method

Inspired by experience-based research methodologies, our study leveraged research 
prototypes (Odom et al., 2016) to assess designed interactions within real-life contexts. This 
approach is rooted in the principles of integrating experiential insights directly into the 
research process, similar to the strategies discussed by Binder and Brandt (2008) in their 
exploration of design solutions in complex scenarios. Accordingly, we conducted a study to 
evaluate the suggested interactions for Roby in the wild. 

The study examined how Roby’s initial design decisions (such as concept, interactions, and 
form factors) affected people’s productivity and overall working experience, ultimately 
developing design guidelines for future home companion robots. In this study, productivity 
refers to the level of output achieved by an individual within a given timeframe. Higher 
productivity, in turn, indicates achieving more tasks in less time or with reduced effort. In 
addition to collecting qualitative feedback from the participants following their in-the-wild 
experience session, we conducted a co-design session (Steen, 2013) to prompt participants to 
contemplate their experiences and convey their desired solutions. 

The high-level research question driving the study was as follows: 
•  RQ: Does the presence of a monitoring robot (Roby) enhance concentration for 

knowledge workers in a WFH environment? 
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Consequently, if the presence of a monitoring robot was found to be effective in boosting 
productivity and concentration, two sub-research questions would be posed to gain a deeper 
understanding: 

•  RQ-1: What interactions could the robotic object embrace to influence productivity 
favorably?

• RQ-2: What physical shape should the robot take to optimize its impact? 

  3. 1. Participants 

For this study, we recruited six participants (four females and two males) who had previously 
worked remotely, either temporarily or as a default condition, including during the COVID-19 
period. Their average age was 30 (SD = 10.94). The length of their WFH experiences varied, 
as shown in Table 1. Targeting individuals familiar with WFH environments allowed us to 
collect experimental data grounded in practical pain points faced by remote workers.

Table 2 Participant profile

Code Age Gender WFH Period

P1 25 Female 1 Year (Every Friday)

P2 24 Female 1.5 Years (Occasional WFH)

P3 52 Male 15 Years (Occasional WFH)

P4 29 Female 6 Months (Flextime/Remote)

P5 26 Male 1 Month

P6 24 Female 3 Months (Every Friday)

None of our participants had used desktop or household robots before, although some (P3, 
P6) had experience with robot vacuum cleaners and other smart devices, such as AI speakers. 
Despite their lack of prior knowledge of robots or understanding of their basic mechanisms, 
they had relatively high knowledge of technology and smart devices. This familiarity 
facilitated their engagement with the study and provided some context for understanding 
why camera sensors were needed for the analysis.

  3. 2. Procedure

Inspired by the study design of Lee et al., (2019), the study process included four phases: 
an introduction phase (Phase A), an in-the-wild experiment where participants worked 
alongside Roby (Phase B), a post-interview phase capturing initial reactions and feedback 
(Phase C), and a co-design phase for ideating potential design considerations (Phase D). 
This procedure allowed for combining empirical data from the experimental tasks with rich 
qualitative insights, including participants’ motivations, preferences, and creative ideas. At 
the end of the experiment, the participants were remunerated with a 10,000-KRW gift card 
for their time and contribution to the study.
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Figure 4 Flowchart of study procedure

      3. 2. 1. Phase A: Introduction

We initiated the study by briefly introducing the study goal and procedure. Each participant 
was provided with an introductory briefing before the experiment commenced. This briefing 
outlined the nature and aims of the research, specifically informing them of the robot’s 
ability to detect and react to physical movements to record concentration levels. To further 
aid participants’ understanding of our prototype, we conducted an introductory demo 
where they could quickly test the robot’s functionalities. This hands-on experience allowed 
participants to become familiar with the robot’s capabilities and the interaction mechanisms.

Based on the prior survey results, which asked about their work contexts and interests, 
we introduced a personalized task for each participant. For instance, P1, who was engaged 
in life science research, was tasked with writing a document concerning cancer cachexia, 
while P2 wrote about the domestic vehicle-to-grid (V2G) policy. Similar approaches have 
been employed in other research to accommodate the variability in professional tasks (Choe 
et al., 2017; Kocielnik et al., 2018). This approach ensured that the tasks were relevant to 
and engaging for each individual based on their professional focus and areas of interest. 
Moreover, it enabled an accurate reflection of each participant’s typical working context, 
thereby enhancing the ecological validity of our findings.

      3. 2. 2. Phase B: Experiencing the Robot (WoZ)

With the robotic prototype placed on the desk, participants worked on the assigned task 
for approximately 45 minutes in an environment resembling an actual WFH setting. 
During their work, they were watched over the camera installed in the prototype, and three 
different motions based on each work phase were activated when spotted. The experimental 
component allowed us to test how participants reacted to the robot’s presence and its 
interactive modes, while the observational elements provided insights into participants’ 
initial physical reactions. 

      3. 2. 3. Phase C: Post-Survey and Interview

After completing the task, participants filled out a questionnaire to capture their initial 
responses focused on their perceptions of the robot’s physical shape, interactions, motions, 
and overall effectiveness in enhancing concentration, using a 1 to 5 Likert scale and binary 
choice questions. A semi-structured interview probing their general reactions from the 
preceding questionnaire was performed. For instance, participants who indicated that the 
robot’s motions positively or negatively inf luenced their productivity levels were asked 
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several questions to further explore the underlying rationale behind their experiences and 
perceptions.

Figure 5 Photo of interview sessions 

      3. 2. 4. Phase D: Co-Design Session

Participants then engaged in a co-creation session, brainstorming additional forms and 
interaction concepts that could improve Roby’s ability to enhance productivity and comfort. 
This phase enabled participants to freely generate novel and desired ideas for the initial 
design decisions based on their real-world experience with the robot.  

  3. 3. Experimental Setup

The study used a WoZ prototyping approach, in which the researcher covertly operates and 
mimics the intended system functionality while participants interact with what they believe 
to be a fully autonomous system (Bernsen et al., 1994). The WoZ approach, widely used in 
HCI research, was instrumental in this study for exploring the novel user experience of 
the WFH companion robot before investing considerable development efforts into a fully 
autonomous prototype (Dow et al., 2005). The experimenter in an adjacent room (Figure 
6) observed participants through a pre-installed camera on the prototype (Figure 4) and 
controlled the robot’s reactions using a complementary app. The experiment room was set 
up to resemble a home office with a desk, computer, and minimal decorations to create a 
realistic simulated WFH environment.

Figure 6 WoZ environment for user experiment
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The specific moments for activating the robot’s interactions were standardized based 
on participants’ actions. For instance, the greeting interaction was triggered as soon as 
participants sat at their workstation to begin the assigned task. The supervisory interaction 
was actuated when participants’ attention seemed to drift from their work, such as when they 
reached for objects off their desk or visibly disengaged from their computer screens. Lastly, 
the mirroring interaction occurred when they actively decided to take a break by verbally 
saying, “I will take a break for x minutes.”

Figure 7 Experimental session snapshot during “Phase B: Experimenting with Robot”

  3. 4. Analysis

The analysis draws upon a blend of observed behaviors, qualitative interview feedback, 
and creative suggestions from participants. These diverse data sources provided a holistic 
view of the interaction between users and Roby, capturing both the measurable impact on 
productivity and the nuanced user experiences. The observed behaviors offered insights 
into how participants reacted to the robot’s presence, interactions, and form, laying the 
groundwork for in-depth analysis. In addition to qualitative data, we collected participants’ 
response from the questionnaire to capture their initial reactions on Roby. The purpose 
of the questionnaire was not to employ inferential statistics but to serve as a prompt for 
participants to initiate the interview and to enrich its content.

Utilizing this rich dataset, thematic analysis (Braun et al., 2012) was applied to enable a 
comprehensive understanding of the interactions and form elements. This process aimed to 
establish design guidelines for a WFH companion robot identified through recurring themes 
and feedback patterns. For the collected quantitative responses, we applied descriptive 
statistics (average, standard deviation) to support the findings from our qualitative study. 

4. Results

  4. 1. General Feedback

All participants perceived the presence of the monitoring robot in their work environments 
positively, as it contributed to an increased sense of concentration and productivity. The 
participants attributed this effect to the robot’s ability to create a sense of being observed 
or monitored, which encouraged a more disciplined work ethic, similar to an office 
environment. The robot’s presence fostered a sense of surveillance, which was seen as a 
motivating factor rather than an intrusive one. This positive reception was further supported 
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by their responses from the questionnaire indicating that on a scale of 1 to 5, participants 
rated their likelihood of recommending Roby to other WFH colleagues or workers at a 
mean of 4 (SD=0.58), suggesting a strong endorsement of the robot’s utility in remote work 
settings.

P1, P2, and P5 highlighted the importance of the robot’s presence and surveillance-
like qualities in improving their focus and work output. The feeling of being “recorded” 
or “monitored” helped them maintain a work-appropriate posture and environment, 
preventing them from idling or getting distracted. P3 also expressed similar perceptions, 
especially regarding its companionship aspects, noting, “... thinking that I’m with someone 
gives me a bit of pressure that I need to focus more on work …” emphasizing the robot’s 
role as a companion. P4 appreciated the familiarity of the robot’s design, which resembled 
recognizable technological devices. The familiarity and the subtle psychological effect of 
being observed contributed to improved focus and work efficiency in a preferable WFH 
setting. 

Participants generally did not view the smoothness and speed of the robot’s motions 
as crucial to their effectiveness. Rather, the robot’s responsiveness to their actions and 
commands was what truly mattered. P2 and P3 specifically preferred the “whirring” sound 
of the robot’s movements to quieter, smoother operations, emphasizing the significance of 
auditory cues. These sounds enhanced the interaction’s effectiveness by making the robot’s 
presence more pronounced.

  4. 2. Greeting Interaction

Roby’s ability to signal the start of work through its physical presence and front-facing 
motion was well received by participants. The robot’s camera movement to simulate looking 
at the user was mentioned as a positive feature, suggesting a form of greeting interaction 
that helps the user transition to work mode. P1 and P2 found the robot’s greeting interaction 
beneficial, as it contributed to a feeling of being observed and marked the onset of the work 
phase. P5 also appreciated the robot’s ability to signal the start of work, indicating that an 
initial interaction or “start signal” helps set the tone for the workday.

When Roby’s camera pivoted 180 degrees toward the participants, they made brief eye 
contact with the device and began their tasks. During the discussion on the timing and 
frequency of Roby’s movements, P1 emphasized the significance of this pivotal movement, as 
it helped signal its presence and the attention cue. She commented, “I get the feeling that it’s 
turning around to look at me, which prevents me from procrastinating my work.”

Participants also suggested that verbal or sound cues could enhance this interaction, making 
it more direct and intuitive. P3 specifically mentioned verbalizing the start of work, such 
as saying, “Work begins now” or “Please start your work,” as a potentially more direct and 
intuitive approach.

  4. 3. Supervisory Interaction

The supervisory role of the robot, evidenced by its occasional movements following the user, 
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significantly contributed to productivity enhancement. The effectiveness of Roby’s different 
motions in influencing productivity was highly regarded, with an average rating of 4.16 out 
of 5 (SD=0.37), indicating that these interactions were perceived as highly effective. P1, P2, 
and P3 highlighted how its responsive behavior demonstrated its intelligence and manifested 
its presence as a robot. This sense of observation motivated participants to maintain a work-
appropriate posture and attitude, similar to being in an office setting. Furthermore, P3 
appreciated the robot’s subtle movements during work as gentle reminders of its presence, 
fostering a sense of companionship. This acted as a non-intrusive nudge to remain focused, 
like having colleagues around at work, thereby subtly enhancing productivity.

The movement of Roby’s lens (monitoring source) and its gazing interaction were emphasized 
as a significant influence on self-consciousness regarding posture and attire (P1 and P2). 
By keeping a focused gaze on the user, Roby discouraged less productive behaviors, such 
as working from bed, thus fostering a more disciplined work environment. P2 even noted, 
“At first, Roby staring at me all the time kind of reminded me of those CCTV cameras, but 
this familiarity actually made me feel better about the robot.” P1 further commented on 
the ease of accepting Roby’s presence, linking it to the ubiquitous nature of CCTV cameras. 
This comparison influenced her behavior during the experiment, mirroring her conduct in 
monitored spaces such as elevators, suggesting that common surveillance experiences can 
shape interactions with robotic systems in similar environments.

Still, some participants expressed a desire for the robot’s movements to be moderate and not 
too frequent or pronounced, as excessive movement could become a distraction. The motion 
should serve as a gentle reminder or nudge toward productivity rather than a constant 
distraction or source of stress. P4 noted, “...keeping an eye on the robot’s movements itself 
seems to deviate from the essence of working from home, so I think it kind of broke my 
concentration.” During the experiment, we observed that P4 frequently engaged in what 
could be described as eye contact with Roby during the supervisory interaction, a behavior 
that suggested a more pronounced awareness and interaction level than observed in other 
participants, who engaged less frequently.

  4. 4. Mirroring Interaction

Participants highly appreciated the robot’s ability to mark the beginning and end of break 
times with its lens movement. This interaction facilitated smooth transitions between work 
and rest, significantly benefiting time management and establishing a healthy work-break 
rhythm. P4 reported difficulties sustaining a consistent work pattern, noting fluctuations in 
concentration ranging from being highly fragmented at intervals of 10 minutes to periods 
of deep focus lasting 3–4 hours. This variability often resulted in a disruption of her work 
cycle. Thus, a physical cue, provided by the mirroring interaction, was anticipated to aid in 
establishing a more consistent work pattern. In addition, P1, P2, and P5 highlighted how the 
robot’s indication to resume work helped them swiftly refocus on tasks, enhancing overall 
productivity. 

Roby’s motion of tilting its lens downward especially facilitated an optimal rest period, 
allowing the participants to recharge fully (P5). This motion was interpreted as Roby 
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averting its gaze away from the participants, giving them a sense of privacy and permission 
to disengage momentarily from the interaction. This non-intrusive motion fostered a 
comfortable atmosphere for the rest periods between work sessions.

While appreciating the existing motion, some participants recommended enhancing the 
movements and signals during the interaction through more active motions, sounds, or 
lighting cues. For instance, P3 highlighted the effectiveness of having more active and 
engaging motions beyond simple rotation for break time interactions, stating, “I think it 
would be more fun and, how should I put it, give more of a feeling of it being a real robot.” 
Moreover, P1 and P2 suggested enhancing the visibility of the break’s end signal. While the 
beginning of break times was noticeable through the mirroring interaction, the conclusion 
was less apparent. They recommended incorporating distinct cues, such as sound or lighting, 
to clearly indicate the end of break times.

  4. 5. Farewell Interaction

Similar to the greeting interaction, participants appreciated the clear end-of-work signals 
from Roby’s lateral movement, as it shifted its focus away by turning its lens toward the wall. 
P2 was satisfied with the motion itself, as it appeared to symbolize turning away to signal 
approval for the participants to conclude their work for the day. P4 mentioned the challenge 
of adhering to a structured work schedule in a home environment, where the natural cues 
present in an office setting—such as the rhythms and patterns of colleagues’ work hours—are 
absent, making it difficult to distinguish work from personal time. A motion that signals the 
end of the workday can significantly contribute to fostering a healthier and more productive 
WFH environment by psychologically marking a clear boundary between work and personal 
time.

Akin to the initial welcoming  gesture where the robot’s camera rotated 180 degrees 
horizontally from rear- to front-facing, the robot appeared to “say goodbye” by resuming its 
initial rear-facing orientation. The participants perceived this particular motion as a clear 
stop signal, indicating the end of their work session.

  4. 6. Form Factors for Work Companion Robots

      4. 6. 1. Minimal Shape with Non-anthropomorphic Form

Participants generally preferred simplicity and minimalism in design for work companion 
robots, with a slight inclination toward customizable aspects such as color variations to 
match the user’s personal space and taste. They unanimously preferred a robot with organic, 
rounded shapes that can seamlessly integrate into workspaces. P2 also recommended that the 
design be versatile, expressing, “it should be sleek and simple, and needs to have that object 
vibe to it. It should still look cool sitting there even when you’re not using it.” P4 emphasized 
that while esthetics are important, the robot’s design should not be overly decorative or 
eye-catching to the point of distraction. She argued that the robot’s primary function is to 
enhance focus among workers, not divert attention away from their tasks. 

Most participants preferred the robot not to have an anthropomorphic design, valuing its 
non-human-like appearance for better aligning with its intended function. This preference 
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is supported by the quantitative data from our study, where 5 out of 6 respondents affirmed 
that the non-anthropomorphic shape positively influenced their experience. P1 appreciated 
the non-anthropomorphic nature of our prototype, finding its design appropriately aligned 
with its purpose. P2 highlighted the advantage of its current design in reducing discomfort or 
fear, suggesting that its simple, inanimate appearance fosters a more comfortable interaction 
by being less intrusive than a lifelike model, thereby avoiding any potential unease associated 
with its counterparts.

      4. 6. 2. Customization Feature

A few participants expressed their desire for Roby to have custom features, such as 
personalized lighting or custom shapes. For example, P1 suggested integrating lighting 
variations similar to smart lighting systems that can vary in color and intensity. Further 
enhancing its integration within the workspace, she suggested Roby incorporate connectivity 
features that enable synchronization with various desk lighting systems. This feature 
could enable Roby to adjust its brightness and color based on specific interaction modes. 
For instance, it could be engineered to emit brighter light following a greeting interaction, 
thereby promoting an adaptive interaction experience within the user’s WFH environment.

In addition, P3, unlike most participants, suggested that a shape resembling surveillance 
equipment might invoke discomfort. Therefore, he suggested that the robot have a 
customizable appearance, possibly mimicking favorite characters or animals to foster a 
more comfortable and friendly environment. Moreover, P3 emphasized that it is possible to 
maintain its functional integrity while enhancing user comfort and acceptance through a 
customized appearance, noting, “even if it has a more familiar shape, I don’t think I’ll just 
ignore it and become lazy as if the robot wasn’t there. Anyway, I’m aware that it is a robot.”

      4. 6. 3. Size

Participants also highlighted the importance of the robot’s design, facilitating easy 
integration into various home office setups. This included considerations of how it interacts 
with other devices and fits into small or crowded desks without requiring significant 
rearrangement of existing setups. While all participants were relatively satisfied with the 
robot’s current dimensions (120 x 90 x 90 mm), three individuals proposed slightly enlarging 
it—up to 1.5 times the current dimensions—to boost its presence. 

In addition to the general satisfaction with the robot’s size, P1’s feedback highlights the need 
for the robot to be mobile, ref lecting the “nomadic” nature of WFH environments often 
influenced by the presence and activities of family members. This context also raises the need 
for the robot’s design to consider not only its physical dimensions for stationary placement 
but also its portability and ease of adaptation to various workspaces within a home. 
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5. Discussion

Our work took a step toward understanding interaction qualities and corresponding user 
experiences for tabletop work companion robots in WFH settings. Based on our findings 
from the in-the-wild WoZ experiments followed by in-depth interviews, we have gained 
insights on various design considerations for creating work companion robots that enhance 
WFH workers’ productivity and emotional comfort.

We clarify that the interaction approach taken for the work companion robot in this paper 
is assistive rather than delegative. In the assistive approach, the robot aims to help workers 
improve their focus and ability to do more work. In contrast, the delegative approach relies 
on delegating tasks directly to the robot to process work faster (Lubars & Tans, 2019). Our 
focus is to understand the potency of robots that strive to positively and ambiently influence 
workers’ concentration, helping them achieve higher productivity through enhanced focus 
rather than automating tasks. 

In the following sections, we discuss our reflections and implications for creating practical 
conditions to enhance productivity and the WFH environment by allowing workers to 
immerse themselves in their tasks.

  5. 1. Design Implications

      5. 1. 1.  Supervisory Presence and Work Distraction Trade-off

To design a work companion robot, finding the appropriate range of motion and movements 
that balance delivering a presence with a lack of work distraction is significant. Our study 
revealed that the participants responded positively to the sense of supervision and gentle 
pressure generated by Roby’s responsive movements. These adaptive motions, which 
communicated the robot’s attentive presence and identity as an intelligent entity rather 
than a passive object, were valued by participants in their work environment. However, the 
participants stressed the importance of moderation, suggesting that the robot’s movements 
during supervisory interaction should be occasional and unobtrusive, serving as gentle 
reminders to stay focused without distraction or stress. Regarding size, participants 
preferred dimensions ranging from 120 x 90 x 90 mm to 180 x 135 x 135 mm, as they would 
allow the robot to maintain a noticeable presence without dominating the workspace or 
causing frustration due to its physical footprint.

      5. 1. 2. Multi-modal Interaction with Non-Verbal Auditory Cues

Beyond traditional voice assistance, the robot should leverage a range of auditory cues, 
including subtle sounds synchronized with its movements. Although the sound signal 
was beyond the scope of our initial design considerations, many participants emphasized 
the significance of distinct “whirring” noises accompanying the robot’s motions, as 
these auditory cues enhanced the perception of its active presence. Thus, strategically 
incorporating auditory cues can make the robot’s actions and gestures more perceptible. This 
multi-sensory approach reinforces the robot’s supervisory role, encouraging heightened focus 
and productivity among WFH workers.
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      5. 1. 3. Explicit Signaling for Transition Points

As a work companion robot comes with vision sensors to monitor human activities, it is 
highly encouraged that the design should incorporate distinct cues and social signals to 
indicate transition points between work and break periods to increase privacy and trust. 
Participants emphasized the significance of noticeable cues through motion, sound, or 
lighting alterations, highlighting that such clear indicators facilitate smoother and quicker 
transitions into or out of work mode. Furthermore, tilting its lens during breaks was 
perceived as creating a sense of personal space and privacy, resembling a person making 
room for somebody else. By providing these distinct social and transition point cues, the 
robot can better reflect the natural rhythms and boundaries experienced in a traditional 
office environment, allowing users to establish structured work patterns and maintain a 
healthy work–life balance in their WFH settings.

      5. 1. 4. Types of Behaviors that Need to be Monitored

Key findings highlighted the effectiveness of robotic intervention in scenarios of smartphone 
use and gazing off into space, during the supervisory interaction stage. This suggested that 
future robots should possess nuanced capabilities to differentiate between work-related 
smartphone activities and potential distractions. Moreover, instances of participants gazing 
off into space elicited a robotic response aimed at redirecting their attention back to the task. 
This made participants feel more engaged with the robot, viewing it as an active presence. 
This revealed the importance of robots recognizing and reacting to subtle indicators of 
lost focus, such as gazing into space, as these moments can signal inattention even without 
significant movement.

Challenges emerged in interpreting fidgeting and contemplative gazing as definitive signs of 
distraction, highlighting the complexity of human behavior. This complexity suggests that 
monitoring a person’s movements or posture is insufficient for accurately determining their 
level of focus. Thus, we could consider incorporating temporal pattern recognition to analyze 
behavioral patterns over time (Povel & Essens, 1985), adding another layer of insight to help 
distinguish ambiguous signals. Furthermore, we can more accurately assess focus levels and 
better understand the nuances of human behavior and attention by adopting a multi-modal 
approach, incorporating methods such as eye tracking, sound detection, and behavioral 
biometrics.

Determining the most appropriate trigger for the greeting interaction is crucial to determine 
which action needs to be monitored. The greeting interaction in our study was activated when 
the user “sits down.” However, those in other related works (Lee et al., 2019) initiate when the 
user “approaches” the prototype. Several factors could be considered in this context when it 
comes to which trigger is most suitable.

First, we need to identify the specific goals of the interaction. Since the intention of the 
interaction is to mentally prepare the user for work, a sitting trigger might be more effective 
compared to an approaching trigger. Additionally, the physical layout and constraints of 
the workspace can influence the choice of trigger. For example, for smaller workspaces, 
an approaching trigger might be too sensitive and unintentionally activate the interaction, 
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increasing the possibility for false positives. Likewise, the trigger should be aligned with 
the interaction goals and workspace characteristics to optimize the effectiveness and user 
experience of the greeting interaction.

During the mirroring interaction, participants were asked to verbally command the start 
of their break. Participants expressed positive feedback about the verbal input system, 
as it enabled them to take conscious and intentional breaks. However, there are potential 
alternatives that could also be effective. For instance, options such as pressing a button, 
gesture recognition, or engaging in physical interaction through contact, such as patting 
the robot’s head, could provide additional ways to initiate breaks. Considering the solitary 
working condition of this study, and in many WFH working environments, maintaining 
silence is often unnecessary, making verbal commands a practical and user-friendly 
option. Nonetheless, exploring these alternative methods could enhance the flexibility and 
accessibility of the system, making it suitable for a wider range of user preferences and 
situations.

      5. 1. 5. Non-human Forms with Human Gestures

A non-anthropomorphic appearance aligned with the robot’s functional purpose was 
preferred, as participants valued its non-human nature for better aligning with its functional 
purpose as a work companion. However, the robot could selectively borrow familiar human 
gestures and movements, such as pivoting or tilting its lens to simulate eye and head 
movements. These natural gestures, often observed in human interactions, can enhance the 
intuitive flow of communication and enrich the overall user experience. The participants 
readily accepted and responded to these anthropomorphic cues from the robot, as they 
mirrored typical motions and behaviors that humans tend to exhibit.

      5. 1. 6. Adaptive Design for Personalized Workspaces

The robot’s design should prioritize adaptability and customization to seamlessly blend into 
diverse personal workspaces. Customizable aspects such as color variations and lighting 
adjustments can cater to individual preferences and environments. Furthermore, the robot 
should be designed with portability, reflecting the dynamic nature of working at home, often 
influenced by external factors like family activities. By offering an adaptive design that 
allows for personalization and easy relocation, the robot can foster a sense of ownership and 
familiarity, enhancing user comfort and acceptance within the constraints of each workspace. 

  5. 2. Limitations & Future Work

Our study has several limitations that call for further investigations. First, we applied the 
same set of interactions regardless of the different types of work our participants were 
performing. In the future, we need to consider various supervisory interactions based on the 
different types of work that accompany different working postures (e.g., physical drawing, 
writing notes, affinity diagramming). 

Also, the prototype we used for the experiment was created by hacking existing commercial 
products, so the form factors and motions rely on the source object. While our approach was 
sufficient to deliver the desired experience to the participants and pave the way for future 
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steps, future prototypes should demonstrate the desired range of motion to assess the actual 
impact of interactions.

Moreover, while this study is primarily focused on solitary working conditions, there are also 
contexts where it involves interactions with others. In communal remote work environments, 
the presence and behavior of a companion robot like Roby could be perceived differently 
compared to solitary work settings. For example, the dynamics of social presence and 
monitoring might differ when multiple users are present. In this case, Roby’s interactions 
could be adapted to account for the presence of additional individuals, tailoring to a shared 
living space. This could require modifications such as recognizing and responding to multiple 
members, adjusting interaction cues to be less intrusive, and providing response mechanisms 
that consider the presence of other workers or non-working individuals.

Nonetheless, our in-the-wild experiment with research prototypes provided rich findings 
and insights into how people perceive work companion robots in WFH settings, together with 
their experience-based feedback, thoughts, and desires.

6. Conclusion

This research demonstrates the potential of a tabletop robot to enhance the productivity and 
work habits of knowledge workers in a WFH environment. Through an experimental study 
employing a WoZ setup, participants experienced the robot’s four key interactions mirroring 
common work phases. The physical presence and interactions of Roby were perceived as 
helpful in fostering a focused, disciplined approach to remote work, thereby increasing 
productivity. Moreover, an analysis of participant behaviors and feedback revealed several 
key findings:

1. Roby’s creation of a feeling of being observed encouraged participants to maintain a work-
appropriate attitude and environment similar to that of an office setting.
2. Clear transitions between work and break periods, marked by Roby’s interactions, helped 
participants establish a healthy work-break rhythm, seamlessly refocus after breaks, and 
increase the level of trust in using monitoring robots with vision sensors. 
3. Participants appreciated the robot’s subtle, non-intrusive presence. Its occasional 
moderate movements served as gentle reminders to stay on task without causing excessive 
distraction.
4. Simplicity, minimalism, and potential customization options in the robot’s form factor 
were preferred by most participants, allowing seamless integration into diverse home office 
setups and reducing potential discomfort or intrusion.

This study suggests that the design should harmonize supervision, natural communication, 
unobtrusive multi-sensory cues, and environmental adaptability to enhance WFH workers’ 
productivity and overall experience. 
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