
    www.aodr.org    63

Abstract

Background There is an issue that AI agents learn many human behaviors and values, and among 
them, they also learn the bias of human society. Gender bias, a significant global problem, has penetrated 
the domain of artificial intelligence (AI). Since AI agents are human digital assistants, it is possible to 
confirm gender bias in considering several AI agents, such as speech-based conversational agents, as 
“female.” While gender-neutral AI agents are considered the only solution, there are concerns that they 
could backfire on human-AI interactions. Therefore, we investigated whether interactions with gender-
neutral agents are effective when compared to the expectant gender (the gender that users expect) from AI 
agents.
Methods We selected a “speech-based conversational agent” as a research tool that allows users 
to use it closely in their daily lives and intuitively judge gender. We conducted two study courses. First, 
we investigate the current gender status of AI agents (speech-based conversational agents). Participants 
who closely used gender-biased agents confirmed which voice tone and color gender they were expecting. 
Moreover, we checked what gender the participants expected for each task and performance experience. 
Second, we tested the usability of agents to which gender-neutral voices were applied. We checked how 
participants evaluate agents with four versions of neutral voices in terms of preference, stability, and 
satisfaction.  
Results The first study confirmed that users perceived speech-based conversational agents as 
roles to perform simple tasks such as music or weather information retrieval. Moreover, participants 
consistently expected that a “female” would perform this role well on the side of task and experiences of 
task performance. The second study confirmed that participants do not prefer the gender-neutral voice of 
“G” because their identity is challenging to grasp. In addition, participants evaluated that some versions 
of “G” did not show human-like features. Thus, they did not feel stable. Finally, participants did not feel 
sufficient satisfaction because they did not prefer all versions of “G” and felt stable in some versions of 
“G.” Therefore, the participants underestimated the usability of the speech-based conversational gender-
neutral agent.   
Conclusions This research shows a great possibility that ignoring the expectant gender and applying 
gender-neutral will hinder the usability of AI agents. In addition, gender-neutral can instead be a trigger 
that reminds the user of the expectant gender. Therefore, we suggest that it should not be divided into 
human gender concepts but rather move toward genderless design that encompasses diversity. 
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1. Introduction

Recently, there have been ethical concerns and issues about Artificial Intelligence (AI) 
learning “Human bias.” Gender issues are a big problem in human society, and discussions 
about them are accelerating in the AI field. In particular, as digital assistants become more 
and more similar to human characteristics as technology advances (Carpenter et al., 2009), 
there is a “Gender bias” in which these tools (e.g., AI) that make humans convenient are 
gendered as “Female.” People consider the role of digital assistants as a female task. Artificial 
intelligence reproduces the harmful gender bias in human society (Bajorek, 2019; Costa & 
Ribas, 2019).
 
This issue of gender bias can be confirmed in detail through Speech-based conversational 
agents (Jacob, 2018), which have become an essential tool in daily life due to the steady 
increase in use. Voice recognition assistant services such as Siri were criticized for gender 
bias in the early days, as only the service provided female voices. Since then, it has started 
to provide female or male voices with various tones and colors, and recently, the world's first 
voice assistant service called “Project Q” has been launched to raise social awareness of this 
gender stereotype (Copenhagen Pride, n.d.). The voice of ‘Project Q’ provides a “Gender-
neutral” voice that does not belong to either male or female (Carpenter, 2019).
 
In order to bring awareness of the gender bias that AI is learning, it is used as “Genderless” 

or “Gender-Neutral.” Genderless means encompassing diversity, unlike traditional gender 
concepts such as male or female. However, it should be used with a gender-neutral meaning 
between males and females. Therefore, forcibly creating “Gender-Neutral” is mentioned as 
a potential solution that AI does not learn human gender bias (West, Kraut & Chew, 2019; 
Barclay, 2019). However, users of these solutions have different opinions from expectations. 
So, it is necessary to consider whether AI, which applies gender-neutral, solves the problem 
of learning human gender bias and positively affects Human-AI interaction (HAII). In other 
words, through this research, we would like to check how gender-neutral AI, which has 
ambiguous gender distinction, affects real users and discuss ways to solve the gender bias 
issues in AI fields. We define two research questions as follows.
 
• RQ1. Is the gender that users expected for AI agents to be close to “Female”?
• RQ2. Compared to expectant gender for AI agents, do users think the usability of gender-
neutral AI agents is good?
 
In this research, we selected AI agents that meet the following two conditions as research 
tools. First, it should be an AI agent that is frequently used in everyday life to collect user 
experience data. Second, it is possible to determine the gender of the agent intuitively. 
Speech-based conversational agents correspond to these two conditions. Robertson (2010) 
defines robot gender as attributing gender to robot platforms through voice. AI speakers and 
voice assistant services, which have high real-life usage and are used as research tools in 
various AI gender studies, are suitable for studying this issue (Robertson, 2010).
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 We want to determine the user's expectant gender in interaction with the speech-based 
conversational agent. In addition, we would like to see how the user evaluates interactions 
with neutral agents. Therefore, developing a gender-neutral AI agent is the next step 
in designing AI without gender bias. These findings are not limited to speech-based 
conversational agents but expect discussions on the actual means of the “Genderless” of AI.

2. Related work

Humans achieve smooth interaction by perceiving the identity of other people only when 
their gender is identified according to the agreed criteria of gender intelligence (Carpenter, 
2019; Cambre & Kulkarni, 2019; Butler, 1990). In the same context, Jackson et al. (2020) 
stated that gender plays an essential role in recognizing and performing the norms of linguistic 
politeness in the interaction process. Based on this, gendered AI (Carpenter et al., 2009), an 
element that characterizes humans, can make one-way users feel friendly and expect high 
usability and accessibility. Therefore, deep consideration of gender in AI is an important and 
essential design area for effective human-AI interaction.

The gendering of AI is not as simple as assigning a gender. If AI is simply distinguished 
between male and female like human notions, users interact with different attitudes 
according to gender stereotypes, such as roles and behavior patterns that fit each gender 
(Reaves & Nass, 1996). It is common to assign the “female” gender to practical AI agents. 
According to Mitchell et al. (2011), it was argued that AI agents should be represented by 
female voices to reflect these social needs because the female gender is preferred. Similarly, 
Søndergaard and Hansen (2018) have revealed that the selling point of AI agents (i.e., 
conversational agent), which mainly provides female voices, is that agents are always 
available when the user needs assistance to do chores. These results commonly say that since 
female is a highly preferred gender, it makes users feel friendly to the agent and expect a 
positive effect that they can easily access it. However, the reason why the gender of “female” 
is naturally recalled in the role of digital assistants, such as “Voice assistants,” is that females 
played a similar role in human society. In other words, it originated from gender bias.

Due to simple preferences or perhaps gender bias that human society has learned for a long 
time, the current AI gendering implies the possibility that AI can quickly learn the cultural 
gender bias that human society had and, conversely, transmit bias back to humans (Song-
Nichols & Young, 2020). In addition, if more and more AI agents become common and 
essential tools in human life, human existing gender bias will be strengthened (Rea, Wang, & 
Young, 2015). Studies by Reich-Stiebert and Eyssel (2017) and Zhao et al. (2017) showed that 
gender bias has a significant impact on user task performance; thus, repeatedly trained AI 
agents can worsen the existing bias. The status of AI gendering reflects the existing gender 
bias in human society. The issue continues whether it is right to apply gender to AI in a way 
that divides gender dichotomously and gives roles. Therefore, the AI field needs various 
discussions on AI gendering design.
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In the AI domain, speech-based conversational agents are commonly used in everyday life. 
The development of voice assistants was predicted in the 2010s, and various integrated 
functions of speech-based AI are expected in the 2020s (Schwartz, 2019). Owing to the 
COVID-19 pandemic, as more time is spent at home, voice assistant owners increasingly 
use the device, and further integration with other products is being promoted (Schwartz, 
2019; National Public Media, 2020). Consequently, speech-based conversational agents are 
becoming more common, and their influence has become more potent. However, they tend to 
be discriminating in terms of race and gender, thereby raising the critical issue that AI agents 
have learned considerable human bias (Adams & Lloydáin, 2019). 

In order to solve the existing gender bias in speech-based conversational agents, a study 
on AI agents with neutral voices, such as ‘Project Q’ co-produced by Copenhagen Pride 
and four other companies, has recently emerged (Carpenter, 2019). However, users who 
have used these agents directly answered that they felt an Uncanny valley (Mori, 1970), a 
point of discomfort when robots were too similar to humans. Gender-neutral voices such 
as ‘Project Q’ are becoming sophisticated enough to feel like humans somewhere due to 
technology, but gender is not distinguished, such as male or female. Furthermore, since the 
human characteristics of recognizing identity are minimized except for the voice, users can 
think negatively of the agent (Carpenter, 2019; Cambre & Kulkarni, 2019; Butler, 1990). In 
other words, there are many opinions that the speech-based conversational agent of neutral 
voice, which is evaluated as Uncanny Valley (Mori, 1970), can cause issues in accessibility or 
usability to the agent rather than solving gender bias. Therefore, experts expect the AI agent 
that is “Gender-neutral” to break down human gendering customs. However, it is necessary 
to consider whether AI development is in the right direction with this gender-neutral.

3. Research design

  3. 1. Research terms

To design a clear and consistent study, we would like to define the terms used throughout 
the study. In this study, we used and interpreted gender terms summarized by Butler (1990) 
and Hines (2018). Based on the existing gender concept (Gender dichotomy) and the recently 
emerging gender concept (Gender spectrum) in Figure 1, the research terms mainly used in 
this study are summarized as follows.

Figure 1 Research terms: (a) Gender Dichotomy, (b) Gender Spectrum
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• Gender: A term that refers to the overall characteristics divided into social and cultural 
gender, masculinity, and femininity.
• Gender Dichotomy: The concept of dividing gender into male and female. Recently, the 
concept of neutrality has been inserted to include gender diversity. In this study, this concept 
is referred to as an existing gender stereotype. (Figure 1a)
•Gender Spectrum: A concept suggesting that gender includes both the characteristics of the 
extremes of masculinity and femininity. (Figure 1b)
• Gender Neutral: Gender in the middle of men and women, based on the concept of gender 
dichotomy (Figure 1a)
• Genderless: Based on the concept of the gender spectrum, an individual may be close to or 
include masculinity or femininity. In other words, it transcends the concept of the existing 
gender dichotomy and means that there are various genders within the individual (see Figure 
1b)
• Gender Bias: A phenomenon in which human-like objects are perceived only by one gender 
based on existing gender stereotypes (the concept of gender dichotomy). This study means 
that human-like objects (artificial intelligence) are recognized or designed only as ‘female’.
• Expectant Gender: A term defined throughout this study to collectively refer to the gender 
and its characteristics that users expect from artificial intelligence, a human-like object.

  3. 2. Method

This research explores the meaning of gender in human-AI interaction from a user-centered 
perspective and how AI gender design should be approached. We use a mixed research 
method, including an online survey and a Wizard of Oz test, to increase the data’s validity 
and present detailed analysis results and discussion points. This method is similar to the one 
used in the study by Behrens et al.(2018).

This study aims to explore the meaning of gender in Human-AI interaction from a user-
centered perspective and consider how to approach AI gender design. Previous research 
has noted that it is necessary to assign gender to AI, and the influence of gendering reflects 
existing biases in human society. Therefore, we aim to identify the characteristics of gender 
bias that can be observed while using AI. To do this, we will survey to investigate what kind 
of Expectant Gender (the gender that users unconsciously expect) users have in the process 
of interacting with speech-based conversational agents, which are commonly used in real 
life, and what features it has. By exploring Expectant Gender, we hope to identify the current 
address of AI gender bias.

Second, previous research has highlighted that gender-neutral AI can be a viable solution for 
mitigating AI gender bias. However, concerns have been raised that using neutral AI, whose 
identity could be more explicit, may produce the negative side effect of being inconvenient 
to use rather than fulfilling its intended purpose. Therefore, it is necessary to evaluate the 
effectiveness of neutral AI in addressing human gender bias. In this research, we use a 
Wizard of Oz (WOZ) format to test the users’ evaluations of gender-neutral speech-based 
conversational agents. We will be able to compare this usability result with the usability of 
agents with the expectant gender. Through this test, we hope to provide insight into efforts to 
reduce gender bias in AI and consider the potential of genderless solutions.
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4. Study 1: Survey of existing and expected gender voices in a conversational 

agent

  4. 1. Study design

This survey was conducted in the following two stages to understand the gender and 
characteristics expected by users in speech-based conversational agents (also known as AI 
speakers or AI voice assistant services).

(1) We checked the usage status of existing speech-based conversational agents to find voice 
characteristics and gender.
(2) We conducted a survey on the gender expected by users from speech-based conversational 
agents by evaluating tasks and experience of task performance.

       4. 1. 1. The gender of existing speech-based conversational agents: Using the 

usage status

First, the overall status of speech-based conversational agents, such as devices and service 
types, average usage time, and main tasks, was identified. In addition, the voice of the agent 
was characterized by 1) tone, 2) color, and 3) appearance of gender, and investigated in detail.

Table 1 Details of the voice tone

Tag Category Detail

Physical 

characteristics 

of sound

Loudness The degree to which the tone of the voice to be conveyed is strong and weak.

Pitch The degree to which the voice to be transmitted is high and low.

Speed
The degree to which the transmission speed of the voice to be transmitted is fast 

and slow.

Mood of sound

Attitude
The degree to which the attitude of the voice to be conveyed is a) imperative/

persuasive or b) negative/positive.

Emotion
The degree to which the emotional state of the voice to be conveyed is optimistic 

or cold.

The voice tone (1) was identified by dividing it into three physical representative features 
of sound and three types of tone. In the study of Feigen (1971), loudness and pitch denoted 
the physical characteristics of sound, and also speed is a factor to consider. The specificity 
of sound, i.e., timbre, suggests the mood of the sound, such as the attitude and emotion of 
the speaker, noting that it depends on the complexity (Feigen, 1971). The voice tone defined 
in this study refers to the physical characteristics of each sound pressure or the mood of the 
sound at several frequencies. As presented in Table 1, specific voice tone characteristics can 
be investigated through six parameters for the two significant categories of voice tone.

Table 2 Details of the voice color

Category Detail Example

Cold Color
The degree to which the listener feels a long psychological distance 

from the speaker intuitively.

-Cold and Hard

-Artificial and Businesslike

~ ~
-Intelligent

-Clear

Warm Color
The degree to which the listener feels that the psychological 

distance to the speaker is intuitively close.

-Soft and Gentle

-Friendly and Kind

-Cheerful and Bright
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We defined voice color (2) as the voice characterization of the agent and voice tone. The 
voice color defined in this study refers to the degree of intimacy between the listener and the 
psychological distance (cold color) and close (warm color). Table 2 lists the specific voice color 
characteristics. Eight detailed items can be studied for the two significant categories of voice 
colors.

Voice gender (3) was inferred using the voice tone and color as defined above. In this study, 
we described the voice gender using gender dichotomy(Male or Female). We expected that 
specific descriptions can be given using the surveyed voice tone and color.

       4. 1. 2. User's expectant gender for speech-based conversational agents: Focusing 

on tasks and functional performance 

Second, we checked the gender expected by users in the voice of speech-based conversational 
agents. Reich-Stiebert and Eyssel (2017) investigated the voice of gender for each task to 
specifically describe gender bias. In the survey, six task lists were formulated for speech-
based conversational agents (play and search music, search weather information, search 
traffic information, search the internet, receive and send phone calls, and operate TV 
functions). The six task lists, mainly performed by speech-based conversational agents, were 
formulated, and it was found that “music playback and search” was the task most performed 
by speech-based conversational agents. In the process of utilizing agents for the task most 
performed by speech-based conversational agents(music playback and search), we tried to 
identify the gender of the agent that users prefer, feel stable, and are satisfied with.

In the survey, we provided video data containing the process of “music playback and search” 

between users and agents. In this video, a user requested a task via text as shown in Figure 
2. The agent who received the command was represented by the voice of ‘NAVER CLOVA 
Dubbing1)’ and it progressed the conversation. The female and male voices were that of “Ara 
Joy” and “Minsang,” respectively. 

Figure 2 Study 1: A capture of video for second survey (Scene that user request a task via text and scene that AI 

Speaker response via the voice of NAVER CLOVA Dubbing from left image).

We checked significant differences in preferences and stability between genders (male/
female) according to functional performance (positive/negative performance). In addition, 
the degree of functional performance (positive/negative performance) was investigated 
through satisfaction to confirm that it had a significant effect on the experience. We 
conducted a pre-survey to determine if the participants were correctly aware of the gender 

1) NAVER CLOVA,   

https://clova.ai/voice.
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of the provided voice. Only participants who recognized the gender were used to collect 
the evaluation data. Table 3 compares the voices of male and female gender agents who 
performed the “music playback and search” task positively or negatively (2×2 within-subject 
design).

Table 3 Study 1: Research structure model (function performance x voice gender)

Performing 

functions
Voice gender Comparing with

Positive
Female

a) Preference, b) Stability, c) Satisfaction
Male

Negative
Female

a) Preference, b) Stability, d) Satisfaction
Male

  4. 2. Procedure

The survey consisted of four question sections, namely, the demographic information, 
the status of the speech-based conversational agent, the agent voice tone and color survey 
questions, agent voice gender expectation by task, and agent voice gender evaluation by 
functional performance. We created the surveys via Google Forms. Excluding demographic 
information questions, the survey consisted of 29 questions. The time taken for completing 
both surveys was approximately 10 min. 

We conducted the follow-up interviews to further understand the opinions of participants 
who provided unusual answers. These interviews consisted of four question sections, namely, 
the reason for the survey answer, selection and reason for preferred/non-preferred voice in 
social conversations, opinions on neutral voice, and selection of expected voice for each task. 
The follow-up interviews were conducted over the phone; they consisted of 17 questions and 
took an average of 15 min.

  4. 3. Participants

To efficiently record the opinions of participants and evaluation data on speech-based 
conversational agents, in this survey, the participation conditions were limited to the age 20 - 
39 with less reluctance to technical services and devices. We divided participants into actual 
users who use speech-based conversational agents in their daily lives and non-users who 
have used agents once or twice. We believed that differences in their opinions would be and 
recruited real users and non-users at a 1:1 ratio. By specifying the conditions in this way, a 
notice was posted on personal SNS to recruit participants.
A total of 72 people, 32 men and 40 women, participated in the survey. Section 4.5 discusses 
the results obtained from the data of the 72 participants through significant statistical 
analysis. Ten participants who provided unusual answers participated in the follow-up 
interviews. Moreover, the minimum number of people (10) required for qualitative analysis 
was selected for the follow-up interviews (Creswell & Creswell, 2018).

  4. 4. Analysis

This survey sample had a considerable size (n = 72) and quantitative statistical results 
were obtained using SPSS. We analyzed the data based on quantitative analysis; further, 
we performed qualitative analysis to analyze the insights. One-way ANOVA was used to 
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compare the results with real/non-users (see Section 4.5.2). One-way variance analysis was 
conducted to compare whether there was a significant difference between the characteristics 
expected by the participants in speech-based conversational agents and the actual agent’s 
characteristics, and which group of participants showed a more significant difference. 
The results of the status level described the surveyed data in their original form (see 
Section 4.5.1). Also, the data collected in the survey were subjected to a t-test or frequency 
distribution analysis to summarize the selection frequency values and compare the results 
(see Sections 4.5.3 and 4.5.4). The data collected in the follow-up interviews were analyzed 
for the previous statistical results through qualitative analysis using the constant compatible 
method of ground theory (Glaser & Straus, 1967).

  4. 5. Results

      4. 5. 1. What type of tasks are you trying to perform using the speech-based 

conversational agent?

According to this survey, users used speech-based conversational agents present in 
smartphone services such as Galaxy Bixby (34.78%) and iPhone SIRI (23.91%) at least 
once a day (40.00%). The agents mostly performed tasks such as searching for weather 
information (22.08%), music playback (20.78%), and schedule management functions, such 
as timer (18.18%). Most participants (67.57%) answered that they were real users who used 
speech-based conversational agents in their daily lives, but now they have no need for agents 
(41.43%) and have stopped using them. Also, non-users confirmed music playback and 
search (30.86%) and weather information search (25.93%). In the results of these data, the 
participants (regardless of actual or non-user) want the speech-based conversational agents 
to perform simple and daily tasks such as “music” and “weather search” instead of them. 

      4. 5. 2. What gender of the speech-based conversational agent does the user 

expect to interact with?: Focusing on the tone and color of voice 

To find the answer to “What voice characteristics do users prefer in AI agents for performing 
a task?”, we set the focus on the voice tone and color. First, as shown in Table 4, the voice 
tone was investigated considering five parameters (loudness, pitch, speed, attitude, and 
emotional state). The results were classified according to a 6-point scale, wherein weak, low, 
slow, commanding, negative, and cynical tones denoted one point and strong, high, fast, 
convincing, positive, and optimistic denoted six points.

Table 4 Study 1: Category of voice tone

Parameters Categories and Scale of the Voice Tone

Loudness Weak (1) Strong (6)

Pitch Low (1) High (6)

Speed Slow (1) Fast (6)

Attitude
Commanding (1) Convincing (6)

Negative (1) Positive (6)

Emotion Cynical (1) Optimistic (6)

Participants, on average, indicated “strong (M = 3.20, SD = 0.87)” and “high (M = 3.34, SD = 
0.97)” for the voice tone (n = 72) among the existing speech-based conversational agent, and 
the speaking speed was “difficult to see fast (M = 2.77 and SD = 0.84).” Most participants 
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stated that the voice of the agent was “convincing (M = 3.6, SD = 1.03),” “positive (M = 
4.20, SD = 1.05),” and “optimistic (M = 3.51, SD = 1.07)”; the three items demonstrated the 
individual difference of opinion.

Based on the voice tone of the existing agent, we examined the difference in expectations 
regarding the agent’s voice tone in real/non-user groups. We used one-way ANOVA to 
determine if a significant difference was present between the existing agent voice tone and 
the agent voice tone expected by real/non-users for each of the six items. Bonferroni’s post 
hoc test was used to check for differences. No significant difference was found in terms of 
strength, pitch, two attitudes, and emotions. However, there was a significant difference 
between the voice tone of the existing agent (M = 3.23, SD = 0.73) and that expected by 
actual users (M = 3.85, SD = 0.67) only in the “slow-fast” items (F(2, 52.36) = 5.05, p < .05). 
The users considered the “speed” at which the speech-based conversational agent delivered 
information and determined the necessary changes. 

In addition to these results, “I do not use AI when I am in a hurry. I guess the AI agent is 
slow. (P7),” “The car navigation voice has become too slow and mild since its recent update. 
Because I have to concentrate on the road, I wish to feel a little more determined and 
emphasized. As shown in (P6),” It can be inferred that the speech-based conversational agent 
as a “conversator who needs to wait because the response speed is slow” is fixed. “It does not 
feel like ping pong like talking to people, so I think it is a little slow. However, this is not very 
reliable. (P2).” As such, it is difficult to believe that any task performed by a speech-based 
conversational agent, a “conversator who feels insufficient due to the slow response speed,” 

so we found that speech-based conversational agents find it difficult to believe that they will 
perform any tasks and this point should be improved.

Second, we studied the voice color considering eight elements of speech-based conversational 
agents (cold and hard, artificial and businesslike, intelligent, clear, calm and stable, soft and 
Gentle, friendly and kind, and cheerful and bright). Table 5 classifies the eight items in the 
form of a spectrum from the upper “cold” tag to the lower “warm” tag. We collected data 
through duplicate selection for eight items and determined the results.

Table 5 Study 1: Category and tag of voice color

Category of the Voice Color Tag of the Voice Color

Cold & Hard 'Cold' Color

Artificial & Businesslike

Intelligent

Clear

Calm & Stable

Soft & Gentle

Friendly & Kind

Cheerful & Bright 'Warm' Color
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Table 6 Study 1: Results for comparison between the actual voice color and the expectant color of speech-based 

conversational agents

Actual Color of

Agents

Expectant Color

of Real User

Expectant Color

of Non-user

Top

Voice 

Color

Friendly and Kind (28),

Calm and Stable (21)

Friendly and Kind (15),

Clear (12),

Calm and Stable (11),

Cheerful and Bright (11)

Friendly and Kind (25),

Calm and Stable (22),

Cheerful and Bright (22)

Close to "Warm" voice color

Table 6 summarizes the ranked results, which can be expressed in the lower voice color. 
These lower voice color results denoted items selected by participants at least twice as many 
times as other upper color values. Compared to the voice color of the actual speech-based 
conversational agent, what participants expect is overlapping items such as “friendly and 
kind” and “calm and stable.” Considering only these results for agents, unlike cold voice 
colors, “it felt like a human feeling (P2).” It provided a warm and convenient voice color.

However, the “warm” convenience voice color does not just mean “optimistic.” For the agent 
voice color expected by real users, “clear” and “cheerful and bright” received the highest 
rank. This implies that actual users want a voice color that seems to perform functions “more 
reliably and clearly” than the existing agent. For the agent’s voice color expected by non-
users, it is like the actual agent’s voice color, but “cheerful and bright” are ranked at the top 
together. “I think the voice provided to the existing voice service is a bright image. I do not 
think I have ever felt much trust, even though it was easy to hear (P10)” and “Because the 
existing products or services are optimistic, I did not have much confidence. As can be seen 
in (P4)”; thus, it can be inferred that non-users who do not currently use the agent want the 
agent voice color to be “intelligent and clear.” In other words, all users expect a trustworthy 
agent that can provide precise answers and efficiently perform the requested tasks.

Combining the results of the expected tone and color of the speech-based conversational 
agent, participants displayed minimal confidence in the ability of the agent to perform a task 
efficiently owing to slow reaction speed. Thus, it can infer only the routine and simple tasks 
that it would expect to perform explicitly, such as playing/searching for music and providing 
weather information (see Section 4.5.1). The follow-up interviews confirmed that limited 
awareness and use of speech-based conversational agents are responsible for the gender 
assigned by users to AI agents. “I feel that a woman’s voice has a light tone, so I do not think 
there is any resistance to requesting such simple tasks. (P1),” and “I feel that the female voice 
conveys a lot better, so I keep using it for everyday tasks. After all, AI is only used to find 
music or weather. (P6)”; accordingly, we found that the specific gender of a “female” voice 
and “belief” about task performance was mentioned together. 

       4. 5. 3. What gender of the speech-based conversational agent does the user 

expect to interact with?: Focusing on the task

According to the survey, users continuously used the voice of the speech-based conversational 
agent without changing the initially set “ female” voice (82.86%). In contrast, some 
participants said, “if the voice is too mechanical, it bothers me. Choose a voice that is close to 
what a person says. (P8),” and “When I heard the alarm, the high notes (specific to women) 
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bothered me. (P7)” Similar to P7, there was an opinion that participants were concerned 
about the initial set-up “female” voice owing to the somewhat artificial characteristics of 
the voice (17.14%). In addition, some participants questioned the limited and consistent 
gender of the agent, such as “Because I only use a gentle female voice (P25).” In other words, 
although there is a psychological basis for the voice characteristics and gender of the speech-
based conversational agents, the participants did not take any action to change the initially 
set “female” voice. Also, non-users also answered that they recognized speech-based 
conversational agents as women (81.08%), so we can infer that most users give female gender 
to agents.

To further check why users do not change the initially set “female” voice of the speech-based 
conversational agents, for each task, we investigated the expected gender of agents (Table 
7). The survey helped to determine the gender of the speech-based conversational agent that 
performed the six tasks (music playback and search, weather information search, traffic 
information search, internet search, phone reception and call, and TV power).

Table 7 Study 1: The expectant gender considering the tasks of speech-based conversational agents (n=72)

Task
Expected Voice of Real User Expected Voice of Non-User

Female Other Female Other

Play music and search 75% 25% 90% 10%

Search for weather information 75% 25% 80% 20%

Search for traffic information 55% 45% 80% 20%

Internet search 80% 20% 75% 25%

Calling and message 80% 20% 85% 15%

Control TV 75% 25% 85% 15%

A male and the gender indistinguishable between males and females (gender neutrality) can 
be compared with females by integrating into the ‘other’ gender. Consequently, we found 
that in all tasks except searching for traffic information for real users, more than half of real 
and non-users said that they expected a female voice. To determine if there is a significant 
difference in the “traffic information search” task for actual users with relatively large “other” 

gender values, an independent two-sample t-test was conducted to confirm the difference 
in results between actual and non-users based on tasks. No significant difference was found 
between the actual/non-users in all six tasks (p > .05). In other words, we confirmed that 
all participants generally expect a female voice of the speech-based conversational agent 
regardless of the task.

       4. 5. 4. What gender of the speech-based conversational agent does the user 

expect to interact with?: Focusing on the experience of task performance

We investigated how the expectant gender eventually affects user experience. Participants 
observed the interaction between the user and the agent performing the task requested by 
the user through the video. Based on their experience in performing these tasks, participants 
evaluated each gender in terms of preference, stability, and satisfaction. 
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Table 8 Study 1: Evaluation of voice gender by the experience of task performance

Gender

Female

(Frequency)

Male

(Frequency)

Experience of task 

performance

Positive
Preference 90% 10%

Stability 72.5% 27.5%

Negative
Preference 85% 15%

Stability 72.5% 27.5%

Satisfaction
M = 3.80, M = 2.70,

SD = 0.82 SD = 0.88

Table 8 summarizes the results of the frequency distribution analysis of three items. It can be 
checked that the “female” agents received a high experience of task performance for positive/
negative functions. Also, regardless of the experience of task performance, participants 
answered that they felt more preferred and stable when using the “female” agents. The 
items of “satisfaction” were investigated on a 5-point scale to obtain results on the overall 
experience of using speech-based conversational agents. We used the paired samples test to 
investigate the difference in satisfaction with the experience of task performance(positive/
negative). The results showed that satisfaction with experience performing positively (M = 
3.80, SD = 0.82) was significantly higher than that with experience performing adverse (M 
= 2.70, SD = 0.88; t(39) = 6.58, p < .001). In other words, the user experience was positive 
when a female speech-based conversational agent performed a positive task performance.

  4. 6. Study 1: Summary

From the results presented in Section 4.5, it can be concluded that the speech-based 
conversational agent expected “female” to be an expectant gender because intercommunication 
is possible at an appropriate high speed, such as human-human conversation. The answer may 
be the form of the user's expectation gender for RQ1's AI agent (speech-based conversational 
agent). 

Users want human-like communication with the speech-based conversation agent of “fast” 
and “warm” voices (see Section 4.5.2). However, because it has not yet been implemented 
in this area, most speech-based conversational agents are perceived as “agents who easily 
handle simple tasks,” such as searching for music or weather information (see Section 4.5.1). 
Overall results consistently confirmed a generalized perception that “female” is suitable 
for performing tasks (see Sections 4.5.3 and 4.5.4); “I think it would be better for a man to 
think that the agent delivers information in general, but I think it is much more natural and 
less repulsive to be a woman if the agent explains something closely every day in the life. 
(P7).” Thus, through this study’s quantitative and qualitative investigation, it was confirmed 
that participants gave ‘female’ to AI agents (speech-based conversational agents) that help 
with human tasks. Through this, we confirmed the possibility that gender bias derived from 
humans continues in AI agents.
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5. Study 2: Usability test for the gender-neutral conversational agent

  5. 1. Study design

In this study, we identif ied how users evaluate the usability of the speech-based 
conversational agent with a gender-neutral voice. Participants asked agents of four gender-
neutral voices (The test tool: “G”) to perform tasks and evaluated each agent’s usability 
(preference, stability, and satisfaction). Later, through in-depth interviews, we obtained 
reviews from the perspective of voice gender. In this process, we tried to check how the agent 
of the voice, which was gendered as neutral, affects usability.

       5. 1. 1. Test tool: "G"

The speech-based conversational agent with gender-neutral voice “G” was produced as the 
voice of “NAVER CLOVA Voice.” According to the website of Naver CLOVA Voice, they provide 
the hybrid form of Unit-selection and Deep Neural Network technology, providing the best 
synthetic voice in various domains. They provide a hybrid form of unit selection and deep 
neural network technology, providing the best synthetic speech in various domains. These 
synthetic voices in various areas are classified into contexts such as roles and occupations 
rather than gender. We could find “gender-neutral” voices that were not distinguished as 
male or female, and among these voices that included “Diversity.” As mentioned in the study 
by Feigen (1971), the voice tone of the test tool “G” can be classified as the most accessible 
pitch element to distinguish physically. We divided the gender-neutral voices of “G” into 
voice tones (high pitch or low pitch) and colors (warm or cold), as shown in Table 9, so that 
participants can intuitively evaluate different gender-neutral voices. Four versions of the 
gender-neutral voice of “G” with low or high pitch and cold or warm color were produced, 
compared, and evaluated (2×2 within-subject design).

Table 9 Study 2: Details of the test tool's voice

Number Agent Name
Using Voice 

Name

Detail

Tone Color

1 G -ver 1 Ara-Low Tone High pitch Cold

2 G -ver 2 Dain-Low Tone Low pitch Warm

3 G -ver 3 Hajun High pitch Warm

3 G -ver 4 Hajun-Low Tone Low pitch Cold

       5. 1. 2. Factors to consider for designing "G": Speed and task

We controlled the two features (reasonably fast response speed and precise task performance) 
most expected by users to evaluate the four versions of the gender-neutral agent.

First, the test tool “G” adjusted the a) response speed and b) delivery speed to maintain a 
moderately fast conversation pace with the participant. When a participant requested to 
reduce the speed at which the agent responds, a Wizard of OZ test was designed, a format 
in which the experimenter manipulates the agent who responds to the user without the 
user knowing it. Because the test evaluates participants who believe that they are testing 
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actual speech-based conversational agent prototypes, we can expect the evaluation data to 
remain unchanged. After the evaluation, only participants who answered through contextual 
interviews, i.e., “I thought/believed that I was talking to an actual AI agent,” were used 
as evaluation data. Moreover, because there was a result that the delivery speed for the 
performance result felt somewhat slow (see Section 4.5.2), the speech speed selected for the 
study was adjusted slightly faster. Likewise, only participants who answered that the agent 
speed was “appropriate” or “not a problem” used these evaluation data.

Second, the test process was controlled as a single scenario to ensure that “G” provides more 
definite answers to the participant's requests. The scenario task was selected as the most 
preferred task (schedule management and weather and traffic information search) when 
performed by another gender voice, not female, in the first study. By synthesizing the three 
tasks, we constructed a conversational scenario between the participants and agents to check 
the schedule and current weather before leaving the house for an appointment and receiving 
recommendations for transportation and routes to the appointed place. As presented in Table 
10, participants can request or respond to the agent by selecting one of the four responses in 
each scenario and naturally moving on to the next step to continue the request or respond to 
the agent's response. After the evaluation, only the participants who answered “the story flow 
of the scenario was natural” or “it did not interfere with achieving the real goal of the test” 

through contextual interviews were used as evaluation data.

Table 10 Study 2: Test scenario

Section Step Detail

Test Explanation

and Ice Breaking

1. Calling the AI speaker service

2. Test explanation and ice breaking, 

3. Answering the usage experience of AI speaker, starting the process

Task 1:

Manage Schedule

4. Checking the short schedule: Time

5. Checking the short schedule: Place

6. Checking the long schedule

7. Fixing the new schedule

8. Fixing the alarm of the new schedule

Task 2:

Search for

weather information

9. Checking the current weather

10. Checking the afternoon weather

11. Checking the humidity

Task 3:

Search for

traffic information

12. Checking the means of transportation

13. Confirming the means of transportation

14. Checking the traffic conditions

15. Setting the path

Thus, for usability evaluation of speech-based conversational agents of gender-neutral voices, 
we produced “G,” an agent of four gender-neutral voices, adjusted in tone (high or low pitch) 
and color (warm or cold). In addition, we matched the “speed” that will affect usability in 
the non-gender testing process to the user's expectation level. Finally, we have controlled 
user scenarios with “tasks” that gender-neutral voices are familiar with performing from the 
findings of Study 1. Based on these study designs, we tried to confirm the usability of gender-
neutral speech-based conversational agents in terms of 1) preference, 2) stability, and 3) 
satisfaction (Table 11).
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Table 11 Study 2: Test scenario

Test tools Scenario of test Comparing with

G -ver 1

Task 1: Scheduling

Task 2: Search for weather 

Task 3: Search for traffic information

1) Preference 

2) Stability

3) Satisfaction

G -ver 2

G -ver 3

G -ver 4

  5. 2. Procedure

We conducted a Wizard of OZ test using “G” with four versions of gender-neutral voice in the 
order of the pre-provided scenarios. Participants selected the four versions of “G” randomly; 
they were unaware of the purpose of evaluating a gender-neutral speech-based conversational 
agent. When the test was completed for each version, we studied voice keywords using 
eight parameters of tone items (loudness, pitch, speed, attitude (commanding-convincing, 
negative-positive), emotion, color, and gender, as shown in Table 12. Next, we displayed the 
relative position of each voice on a graph in which the tone of pitch (low-high) denoted the 
x-axis and the color (cold-warm) denoted the y-axis. This test was conducted through in-
person meetings, and it took about 20 minutes on average. 

Table 12 Study 2: Category of voice keywords

Parameters Categories and Scale of the Voice Tone

Tone

Loudness Weak Strong

Pitch Low High

Speed Slow Fast

Attitude
Commanding Convincing

Negative Positive

Emotion Cynical Optimistic

Color Tag Cold Warm

Gender Male Female

Subsequently, we conducted follow-up interviews to obtain the comprehensive opinions of 
participants regarding the evaluation results and observed their behaviors and expressions. 
The interview comprised 21 questions, including the recognition of test tools and processes, 
evaluation results and reasons for observed actions, description of provided voices, reasons 
for voice selection and use in three aspects (preference, stability, and satisfaction), actual 
voice for applied to the agent and the reason, opinions on the use of the gender-neutral 
concept, and the test's purpose were confirmed. The interview was conducted immediately 
after the evaluation, and it took about 20 minutes on average.

  5. 3. Participants

For this study, participants who did not experience any difficulty in using speech-based 
conversational agents, i.e., actual users who use these agents in everyday life, were recruited. 
For Study 1, we limited the age of participants to people in their 20s and 30s who were less 
reluctant to provide technical services and devices. In addition, overlapping participation was 
restricted. The conditions for participation in Study 2 were limited to subjects who did not 
participate in Study 1. In this study as well, overlapping participation was restricted to ensure 
that the evaluation results remain unaffected, including tests using “G.” Without mentioning 
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the actual purpose of this study, participants were recruited by specifying the previous 
participation conditions for a “speech-based conversational agent prototype evaluation test”; 
these participants were also recruited from the school community and personal SNS. Finally, 
a total of 12 male and female participants were selected. This is the minimum number of 
people that can be qualitatively analyzed with the evaluation data through a usability test 
(Nielsen, 2012). Furthermore, it is the minimum number of people required to perform 
qualitative analysis with in-depth interview data (Creswell & Creswell, 2018).

  5. 4. Analysis 

The data collected through subsequent in-depth interviews conducted after the test were 
open-coded into individual events (Glaser & Strauss, 1967) or units (Lincoln & Guba, 1985) 
using the continuous comparative method of ground theory (Glaser & Strauss, 1967). We 
categorized the data several times to organize the analysis results. The qualitative results 
were determined by dividing them into core themes by synthesizing the categorized analyses 
and previous test evaluation data (see Section 5.6).

  5. 5. Results

       5. 5. 1. What about the four versions of "G" voice tones and colors?

Participants commonly said, “It feels neutral overall. (P10),” and “It is not easy to distinguish 
between gender.” (P2), thus confirming that G is a gender-neutral AI agent, which was 
manufactured for this test and did not encounter any problems during evaluation. We 
attempted to understand the overall voice image perceived by the participants, including 
tone, color, and gender, for the four neutral-gender voices of G. Accordingly, a 4 min graph 
was used for the x-axis, divided into (left) low and (right) high pitch, and the y-axis into (left) 
warm and (right) cold. Each denominator was divided into 7 × 7 compartments so that the 
participants could express the relative difference in voice in more detail. Figure 3 shows the 
results of using a graph with voice tone pitch and color (warm-cold) as an axis and displays 
the corresponding graph denominator and the exact position as participants listen to each 
version of the voice of G. 
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Figure 3 Study 2: Voice keyword for four versions of "G" (G -ver1, ver2, ver4, and ver3 clockwise from the left-

top graph). The number of participants displayed on each scale is written; the larger the number, the darker the 

background color of the scale.

We studied voice keywords using a semantic differential scale consisting of eight parameters 
(loudness, pitch, speed, attitude (command-advocative, negative-positive), emotion, color, 
and gender). We arranged the keywords of each item in the opposite manner and checked 
the results using a 5-point scale at both extremes. Each scale ranged from -2 to +2, and we 
calculated the score for each item. The left-side items indicated negative attributes, such 
as weak, low, slow, imperative, pessimistic, cynical tone, and cold color; the right-side 
items indicated positive attributes, such as strong, high-pitched, fast, persuasive, positive, 
optimistic tone, and warm color. We calculated the average scores for each of the eight items. 
The corresponding version of the voice keywords is displayed on the number line in Figure 4.

Figure 4 Study 2: Average of voice keyword for four versions of "G."

Through Figure 4, it was difficult to grasp the tone and color patterns of the version 1, 
version 2, and version 4 voices of the participant's thoughts. In addition, the voice keyword 
scales of version 1, version 2, and version 4 voices were also close to zero, making it difficult 
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to identify distinct features. However, we confirm that, unlike the other three versions, the 
tone and color patterns of version 3 speech are relatively dense in one spot. In addition, it was 
confirmed that the scale of the voice keyword was characterized by +12.50.

Table 13 Study 2: A collection of adjectives for four versions of "G"

Name Detail

G -ver 1
Neutral (4), Neutral Witch, Actress Eunkyung Shim, Female (2), Low voice forced up, Low toned, 

Thick, Frustrating, Scary, Unfamiliar, Mechanical, Hard Secretary, Two-Faced

G -ver 2
Young, 13-year-old, Teenager, Boy, Neutral (2), Female (2), High voice forced down, Warm, 

Reliable, Classy, Indistinct, Clumsy, Indifferent, Insufficient, Uncharacteristic

G -ver 3
Young, Child (2), 10-year-old (2), Teenager, Elementary school student, Boy, Neutral (2), Warm, 

High, Natural, Cheerful

G -ver 4
Neutral (3), Actress Eunkyung Shim, Fat man, Young, Boy, Thick, Frustrating (2), Dreary, 

Insufficient, Uncharacteristic, Gloomy, Indistinct, Calm, Cool

*The numbers in parentheses indicate the number of times mentioned

In the follow-up interview conducted to review the usage experience of the four versions of G, 
we attempted to investigate how the participants perceived the identity of each version. Table 
13 presents a collection of adjective modifiers that express the perception of each version. 
The adjective “neutral” appeared at least twice for all four voices. However, there were slight 
differences in the adjectives of each version’s list (Table 13). Version 1 voice received the 
highest number of neutral expressions; however, it contained more harmful or cold color 
expressions than other versions. For version 2 voice, several general expressions such as “the 
degree to which it was relatively indistinguishable”; it is expressed like “youth boys” were 
used. Similarly, the version 3 voice was expressed as “young” and “cheerful.” In contrast, the 
version 4 voice was perceived to have a negative or colder expression than versions 2 and 3, 
but it was confirmed to be relatively “calm.”

In summary, participants recognized each version of G’s voice as follows: Most participants 
noted that Version 1 voices were “cold” and “distinguished” and answered that a voice 
tone and color matched the “machine.” For this reason, it was confirmed throughout 
the interview that participants described Version 1 voice as the most “neutral” voice. In 
addition, the version 3 voice goes beyond expressing a high tone and warm color, and specific 
characteristics such as “age” are described.

       5. 5. 2. What is the usability of the four versions of the "G" voice?

We confirm G’s usability (preference, stability, and satisfaction) with four versions of neutral 
voice applied through observations of the overall testing process and responses from follow-
up interviews.

• Preference
Most participants answered the following when asked to select their preferred voice among 
the four versions of G. “It is hard to choose because it is ambiguous to distinguish them 
all, and it does not sound as comfortable as the existing voice. (P1)”. Conversely, we have 
confirmed the opinion of which of the four versions of voice would be the least preferred 
when using a real speech-based conversational agent.
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We confirm that version 1 and version 4 are the least preferred. We received feedback 
regarding the version 1 voice: “It was creepy, but it felt like a neutral voice among the four. 
(P7)”; “Because the concepts of women and men were ambiguous, as the version 1 item 
felt that way, the other three voices felt relatively like boys. (P10).” Similar opinions to 
P10 prevailed. Participants chose Version 1 as their least preferred speech based on these 
opinions. We received feedback regarding the version 4 voice: “In fact, version 4 was not 
memorable, but I thought it might be frustrating because of the low tone. (P3)”; “Version 
4 was not preferred in other respects compared to version 1. Version 1 was a creepy voice 
mixed with the voices of the two men and women, and Version 4 was uncomfortable to talk 
to. (P7)” In other words, we can infer that version 1 represents a human aspect. Also, we can 
infer that version 4 represents a human aspect, but no unique self-characteristics could be 
ascertained. As a result, in terms of “preference,” participants feel G negatively with a neutral 
voice and have not formed any meaningful connection or influence between the agent and 
the participant.

• Stability
During the testing process, participants confirmed that they would continuously use the 
agent’s voice when it felt “stable.” We analyzed why participants chose Version 3 and Version 
2 among the four versions of G as ‘stable’ and ‘trusted’ voices through the following feedback. 
“It's the fastest one. I thought it was that natural because it was done quickly and adequately, 
as a real person said. (P8),” “It felt similar to my voice, so I felt strange and friendly right 
away. (P1),” “It felt like a smart lower-grade elementary school kid was talking. (P4)” 

Participants express natural, stable, and reliable when somewhat like the characteristics 
of a voice they know, such as the speed of most humans speak, my familiar voice, and the 
voice of an elementary school student (Table 13). In other words, participants mentioned 
the possibility of smooth communication with the agent only when they judged that the 
characteristics and conversation method of human voice were applied among versions of G 
with a neutral voice in terms of “stability.”

• Satisfaction
We confirmed that among the versions of G, the participants were most satisfied with the 
version 2 voice. Participants mentioned version 2 voices that felt like human objects due to 
their “clear identity” rather than “neutral that felt like a machine.” In addition, participants 
evaluated Version 2 Voice as “the most preferred voice (preference side)” and, at the same 
time, “similar to my voice (stability side).” Through this, we confirmed that the participants 
felt a certain degree of “satisfaction” with the voice that fully felt the previous “preference”and 
“stability.”

In other words, if the “preference” and “stability” are not satisfied with the neutral voice, it 
also means that participants have difficulty feeling “satisfaction” with the gender-neutral 
voice. Through the previous results, the “preference” and “stability” side, participants 
generally did not prefer G's neutral voice. In addition, the participants said they felt stable in 
G's gender-neutral voice only when it has the characteristics and conversation method of the 
human voice. Therefore, it is difficult to say that the participants were satisfied with the four 
neutral voices of G.
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  5. 6. Study 2: Summary

Based on the results in Section 5.5, participants recognized the four versions of G 
voices as ‘gender-neutral’ with different voice tones and colors. We confirmed that the 
participants' non-preferred version 1 and 4 voices caused rejection in the process of mutual 
communication. Participants mentioned that they felt stability in version 2 and 3 voices. In 
other words, participants do not prefer and do not feel stable with all versions of “G.” These 
results show that the four versions of G voice did not bring a satisfactory experience to the 
participants. Thus, a speech-based conversational agents voice agent with a neutral voice, 
such as G, can negatively affect usability, and this result is the answer to RQ2.

6. Discussion

Gendered AI reflects the bias of human society, and the application of “gender-neutrality” 
as a solution to this is emerging. In this study, we conducted the following two research 
processes through the speech-based conversational agent, an AI agent widely used in 
everyday life. First, we investigated what gender the user expected from the agent, and in 
this process, H1 was verified. Second, we checked the user's evaluation of the agent to which 
'gender-neutrality' was applied and verified H2 in this process. Finally, we summarized the 
contents of hypothesis verification in each research process and the answers to the research 
questions as follows.

  6. 1. Research conclusion

       6. 1. 1. Is the gender that users expected for AI agents to be close to "Female"? 

(RQ1)

In Study 1, we were able to find the answer to Study Question 1. Through Study 1, we confirm 
that users of current speech-based conversational agents perform simple tasks mainly 
utilizing “female” voices. In addition, we confirmed that they wanted “female” voices in 
various voice tones and colors and that they expected “female” voices regardless of their 
experience in performing tasks or tasks. 

       6. 1. 2. Compared to expectant gender for AI agents, do users think the usability of 

gender-neutral AI agents is good? (RQ2)

In Study 2, we were able to find the answer to Research Question 2. To enable participants 
to evaluate “gender-neutral” voices consistently, we utilized four neutral voice “G”s with 
different tones and colors as test tools. Through study 2, we confirmed that users of speech-
based conversational agents did not prefer “gender-neutral” voices with ambiguous identities 
and no human nature. In addition, we confirmed that users could feel stable regardless of 
gender if it is a voice similar to humans or a conversation method. Finally, we confirmed that 
the user could only be satisfied with the “gender-neutral” voice when this preference and 
stability were satisfied. 
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  6. 2. Research Themes

From the two research processes, it can be inferred that the expected gender for a speech-
based conversational agent was “female,” so the agent reflected human “gender bias.” It can 
also be inferred that “gender-neutrality” reduces usability regarding preference, stability, 
and satisfaction and therefore requires a different approach to mitigate “gender bias.” We 
want to summarize the discussion points through the following four themes.

       6. 2. 1. Gender is essential to understand the identity of AIs, but not always

In study 2, which evaluates the use of four neutral voice versions of G, all participants 
first provided answers for the keyword “gender.” “I don't know why, but I was the first one 
to check men and women.” Based on P10, it is evident that the participants attempted to 
unconsciously classify the gender of agent G. This reaffirms the results of Costa and Ribas 
(2019), who identified gender according to the agreed criteria of gender intelligibility for 
smooth interaction in the study by Butler (1990). Only gender (male or female) in dichotomy 
classification, which is the existing gender rule, is a significant factor, owing to which, AI 
agents are perceived as humans. In other words, it suggests that rejecting the expectant 
gender from speech-based conversational agents may lead to negative results between human 
and AI interactions.
By exhibiting gender distinction, the participants also presented essential rejection reactions 
such as “neutral voices are difficult and unfamiliar to distinguish. (P1)” and “the first 
neutral voice seems to be more awkward than other voices. (P8)” However, if a user has 
sufficient experience with AI agents, despite the ambiguity of gender distinction, the agent 
can be identified using factors other than gender. “First, I thought (all versions of the voices) 
were difficult to recognize as an object, but I thought that just the way of speaking and 
atmosphere, like the items on the evaluation paper, could function well enough. (P12)” Even 
if an AI agent is ambiguous in terms of gender, if the voice tone and voice color are evident 
in the tone, then users can be expected to perceive the agent as a conversation partner. 
Considering the long-term usage time, even if the impact of the gender of AI is small, the 
impact of characteristic factors such as conversation method, content and intuitive distance 
can help in understanding the identity of the AI. 

       6. 2. 2. AI with ambiguous gender is rather gender-biased?

Eight out of the 12 participants from study 2 answered that if they considered the currently 
used AI agents, including speech-based conversational agents, to be gender-neutral, the 
agents would be perceived as an object to be respected with honorifics instead of a classic 
woman. There was an opinion that neutral AI agents would be significantly more intelligent 
and reliable than before. Moreover, “if neutrality is applied, I think it will go well with 
the word artificial intelligence. (P4)” There was another opinion that the neutrality of the 
machine would be well utilized. 
However, the opposition sharply opposed. Regardless of the gender applied to the AI agent, 
some participants unconsciously sought after feminine features or functions (expectant 
gender). “Unless devices such as AI speakers are dramatically developed considering high-
dimensional functions in areas such as tone and speech, or even so, I do not think we can 
change our existing image. Rather, I think a more elite female secretary will come to mind. 
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(P11)” In other words, applying “gender-neutral” instead raises the opinion that applying the 
existing “female” can be more effective for usability. However, this does not break away from 
AI agent design that only applies specific gender (female) but can instead continue “gender 
bias.” Thus, it can harm human-AI interaction by recklessly rejecting users’ expectations of 
the gender (Expectant Gender) of AI agents, including speech-based conversational agents.

       6. 2. 3. Third-gender AI, Genderless

Eleven out of the 12 participants from study 2 stated that the existing AI agents, including 
speech-based conversational agents, learn the bias inherent to humans. They agreed that 
if humans continue to use AI agents without further guidance for future development, 
awareness regarding gender cannot be raised and the gender bias may be intensified. 
However, as mentioned in Section 6.2.1, gender is a significant aspect for AI to be recognized 
as a conversational partner and it cannot be removed recklessly. In addition, it has been 
pointed out that the use of gender-neutral AI agents for reducing the gender bias may have 
adverse effects (refer to Section 6.2.2). How should we design to eliminate/minimize the 
“gender bias” of applying only one gender to AI, which is increasingly used in everyday life as 
an essential tool for humans?
The gender assigned to AI can be distinguished from that of humans and viewed as a third 
gender (yet unnamed). “I think the neutrality of the machine and humans is different. If I 
consider it as same area, I think the confusion will be too great. It is necessary to consider 
and develop differently AI gender from human gender standards. (P10)” Considering the 
results of this research, AI designers suggest that it is important to take measures to develop 
a third gender for AI that is different from the classification of human gender. As mentioned 
in Section 6.2.1, it is necessary to reinforce characteristic elements, such as conversation 
method, content and intuitive distance. Strengthening these characteristic factors implies 
that users can replace and minimize the time taken to consider whether the gender of an 
AI is female or male, thus eventually reducing the influence of the existing human gender 
classification on AI identity. In other words, in AI, efforts are needed to develop genderless AI 
that focuses on roles and contexts rather than gender boundaries from a human perspective.

       6. 2. 4. Guide to genderless AI that can remover or minimize the gender bias

What does “genderless” imply? It can be considered as the third gender, including diversity, 
which does not require boundaries or standards that distinguish gender(male or female). In 
study 2, it was difficult to distinguish the voice characterized by “young age” into male or 
female; most participants described it as a “neutral” voice. Users felt more comfortable and 
showed high preference to this voice because it seemed “relatively young,” “younger than 
me,”and “high and cheerful.” Similar to the results of Jackson, Williams & Smith (2020), 
when the voice characteristics of the user and robot match, a more favorable evaluation can 
be obtained. It was also found that in this case, users tend to feel more familiar with the voice 
tone and they believe that the voice color of the AI agent is similar to theirs. Because the use 
of characteristic elements such as closeness and familiarity emphasizes the identity of AI, it 
can be a potential future step toward developing genderless AI. 
Nevertheless, it is necessary to assign gender to intelligent machines in certain situations 
and context. For example, the leading navigation service T-Map provides version 3 of G like 
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voice in the child protection zone near elementary schools to minimize gender impact and 
emphasize the surrounding environment to the driver. Because users have high expectations 
for voices that match the appearance and image of the device in the case of speech-based 
conversational agents (Carpenter, 2019), the consideration of these “functional elements” 
that can be extracted by AI from the context of users can also be a prospective direction for 
designing genderless AI. In other words, designing functional elements that emphasize the 
context and roles of AI is expected to allow users to perceive AI as a conversation partner 
with the minimum influence on the existing dichotomous gender classification.

  6. 3. Implication

This research used speech-based conversational agents to identify “gender biases” that 
applied AI to certain genders (female). Through the first research process, it was possible 
to describe in detail what gender users expect from AI agents in voice tones and colors. In 
addition, we quantitatively identified the expected gender in various aspects, such as the 
experience of performing tasks and tasks. Finally, through the secondary research process, 
we qualitatively confirm that applying gender neutrality can hurt Human-AI interaction in 
terms of preference, stability, and satisfaction.
Rather than relying on quantitative results, this study delivered them to the discussions on 
AI gendering through qualitative analysis. In order for users to recognize AI as a conversation 
partner and create good communication, the results of previous studies that gender is an 
essential element was reaffirmed. For this smooth human-AI communication, users have 
an expectant gender of “female,” and ignoring it recklessly and applying “gender-neutral” 
suggests that it is a dangerous direction that hinders usability. In addition, neutrality can 
instead be a trigger that reminds the user of the expectant gender, which is inconsistent 
with the background in which neutrality began to be applied to AI. We suggest focusing on 
the context in which AI will be utilized and what role it will play as a conversation target is 
necessary. Also, we suggest that it should not be divided into human gender concepts but 
rather move toward genderless design that encompasses diversity.

7. Limitations

This research limited research tools to speech-based conversational agents, AIs that are 
closely used in everyday life, for adequate experimental progress. In addition, we classify the 
tasks based on speech-based interactive agents for gender-related investigations. Research 
results from one type of AI agent are challenging to generalize across AI fields. It is necessary 
to select robots or AI agents as research tools in various situations such as education and 
healthcare, mention that participants expect the same gender(female), and see if similar 
evaluation results are obtained for neutral agents. Furthermore, the task of speech interactive 
agents, a research tool, was limited to simple task performance. Therefore, we can consider 
a follow-up study of gender impact through 'social conversation situations’ with AI agents. 
Furthermore, studies investigating the effect of gender of AI agents on people with physical 
or mental illness can be considered. In other words, based on this study, advanced follow-up 
studies considering various variables can be expected. 
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Korean participants were recruited to proceed with Study 1 and 2 quickly. Therefore, it is 
possible to consider whether the same result can be derived from participants of different 
nationalities of the same age group. In Study 1, the results were summarized using 72 
participant data. However, more samples need to be collected to confirm the significance 
of the results for expected gender and its associated features. Because we used speech-
based conversation agents, a commonly used research tool in everyday life, we distinguished 
questionnaire items by speech tone and color. However, items need to reflect in various 
ways the type of agent, the environment of use, and the task used to determine the expected 
gender. In study 2, the pitch of voice tone and voice color was used to classify the neutral 
speech of the research tool “G” into four types. Among the six parameters, we used only 
the pitch, the most physically accessible parameter, to distinguish voice tones. It is possible 
to consider using five other tone parameters through follow-up studies. We controlled the 
interaction process as a scenario to ensure that the agent's function did not affect the results. 
However, we can consider whether the same results will give participants more autonomy 
to interact with the agent. We evaluated the usability of participants in terms of preference, 
stability, and satisfaction and analyzed the results qualitatively. Through follow-up studies, it 
is necessary to analyze the number of people sufficient for quantitative analysis to investigate 
the relationship between preference, stability, and satisfaction and the significance of the 
results. It is also worthwhile to test a gender-neutral AI agent several times over a long 
time to observe a change in the user's perspective on gender. It is expected to increase the 
effectiveness of evaluation data by tracking changes in evaluation results over a long time.

8. Conclusion

It is emerging as a social issue that AI learns human behavior, values, and human bias. In 
particular, the gender bias issue, which is gendered only by one gender, is a problem that must 
be solved in AI. Recently, experts have tried to solve this problem by applying gender-neutral 
to AI. However, although such solutions can be identified in speech-based conversational 
agents, users tend to describe them as instead belonging to unpleasant valleys. Therefore, we 
wanted to investigate whether gender-neutral agents could replace AI designed with biased 
gender and be the next step in developing AI that does not learn human gender bias.

This research consists of two research processes. Before conducting the research, we used 
speech-based conversational agents frequently used in everyday life and can intuitively grasp 
gender as a research tool. In Study 1, we recruited 72 participants with experience using 
speech-based conversational agents and surveyed the status of the agents. Participants noted 
that they consider the agent to be an aid in performing simple tasks (searing for music or 
weather information) and expect this role to be performed by “fast-speed” and “warm”voices. 
It also noted that these voices are expected to be “female.” In addition, participants tended 
to expect “female” voices regardless of the type of task an agent could perform and to expect 
“female” voices in any experience of performing the task. Therefore, we could conclude that 
the “Expectant gender” of the participants was “female” through Study 1. In Study 2, we 
produced “G” with four neutral voice versions and conducted a Wizard of OZ-style usability 
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test for “G” on 12 participants. All participants participated without knowing the real 
purpose of the test. For each voice, participants described the four versions of “G” voices as 
gender-neutral or gender boundaries ambiguous through the voice tone & color graph, voice 
keyword, and interviews. Participants evaluated that they did not prefer all four versions of 
the neutral voice and felt stable about some versions of “G.” Also, we found that participants 
were not satisfied with “G” because they had a low preference and did not feel stable for 
all versions of “G.” In addition, it was possible to obtain a result that somewhat reminded 
“Expectant Gender.” Therefore, we could conclude from Study 2 that participants evaluated 
the usability of the agent of gender-neutral voices as bad.

We can conclude from Study 1 and Study 2 that gender-neutral agents are unsuitable 
for replacing AI designed with biased gender (female). In other words, for smooth 
communication between users and AI, it was confirmed that it was difficult to violate the 
“Expectant gender (female).” AI gender design using existing human gender concepts (e.g., 
Gender dichotomy) still does not solve enough for AI to learn human bias. Therefore, we 
discussed developing AI-only gender concepts (Genderless) in consideration of diversity, such 
as the context or role in which AI is utilized.

In this research, using a speech-based conversational agent as a tool, the expectant gender 
was quantitatively confirmed in the AI agent. In addition, the usability of gender-neutral 
agents was qualitatively analyzed. In addition, we thoroughly discussed the results of each 
study and the direction in which AI will develop without gender bias. Future research can 
expect the development and guidelines of genderless AI agents considering environmental 
and social aspects.
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