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Abstract

User input and feedback during different phases of an assistive technology design 
project can be of great importance to the designer. The lack of user input can 
lead to critical time and cost-consuming changes in the product development 
process. Since the available user input information is not always applicable to each 
design phase, an organized method is necessary in order to determine when user 
input is required. In this research, the design structure matrix method is used to 
identify and group tasks that are highly correlated. This grouping and partitioning 
procedure can facilitate the identification of key tasks that require user feedback 
and inputs in the design process. The Markov chain analysis is introduced to 
determine the duration of execution of the tasks and the order in which tasks 
are executed in the design structure matrix. After demonstrating the developed 
procedure with numerical examples, an assistive technology device development 
problem, namely an alternating pressure wheelchair seat cushion design, is 
presented in this paper.
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1. Introduction

One of the important activities in the development of a new product is to 
collect user needs and preferences. This is evident in a variety of different 
approaches that are utilized to gather and address preferences within the 
design process. There are many factors that can hinder the effectiveness 
of the collected information during the design process [1]. For instance, 
gaining an understanding of a user’s needs can be a challenge for a designer. 
Designers tend to imagine themselves in the shoes of users. They can try to 
design as if from an end user’s perspective so that the final product, ideally, 
performs a task in a way that works best for the user [2]. Unfortunately, 
designers are not typical users. Designers tend to be experts of the device 
or developing product, while users tend to be experts at performing the task 
that the product is meant to help perform. Therefore it is critical to reflect 
appropriate users' needs and preferences to ensure the success of product 
development.

This situation becomes more complicated in the design of an assistive 
technology (AT) device. In the development of AT devices, a designer who is 
not disabled themselves may have to overcome a very wide experiential gap 
when designing an assistive product. Users of AT products represent a wide 
continuum of abilities [2] from those with slight to moderate disabilities who 
may have more general needs to those with more severe disabilities who may 
have very unique and specific needs. As a result, an AT device may function 
well for one group of users but poorly for another group. The result of this 
continuum is that many markets for AT products tend to be small, niche 
markets [3, 4]. Thus, the need to fit the user is important in the design of 
most products and particularly in AT products. 

Early inclusion of users’ needs in the early design stages can be most 
valuable, since changes in the design at later stages can be time consuming 
and expensive to implement [5]; therefore, many strategies for including 
users’ feedback in the design process have evolved over time to address 
this issue in AT device developments. These strategies generally consist of 
engaging users in one of three roles in the development of new products: 1) 
listening into the customers domain, 2) asking customers questions, and 3) 
building with customers [6].

Listening into the customer domain involves collecting needs via an 
understanding of the market, such as from research reports, feedback from 
sales people or examining sales data. Asking customers questions involve 
surveys or interviews, where designers are often quite separated from the 
users. Information is filtered by many organizational layers before actually 
reaching the designer [7]. For example, quality function deployment (QFD) 
users are only involved during the initial needs gathering to generate the 

design requirements [1]. The ‘voice of the customer’ is later represented 
during design process by quotes and comments about particular features 
provided at the beginning [4]. This is true not only in QFD, but also in other 
commonly used design methods such as stage gate [8] or agile development 
[9]. 

Building with customers involves actively including users in the design 
process during the development of solutions. It can help the users by seeing 
something realistic, since users are generally not good at visualizing a 
product based on an abstract concept [10]. The user can feel and experience 
the product directly. It allows more accurate evaluations to be conducted [11]; 
however, they are often not available until much later in the design process, 
where changes are more difficult to make.

None of these strategies clearly address how users might be efficiently 
engaged during design process. Generically, designs proceed through several 
phases including 1) Idea Generation, 2) Concept Development, 3) System 
Design, 4) Detail Design, and 5) Manufacturing [12, 13]. A product may enter 
a trial phase before manufacture, although this is generally to test marketing, 
packaging, etc., rather than serious design changes to the product[6]. Users 
are typically involved more heavily on the front-end (idea generation, needs 
specification) or the back-end (validation and testing) of the design process. 

This leaves an important portion of the design process without user 
feedback and input.

The main goal of the presented research is to investigate how to manage 
users' feedback in the design process such that we identify the ideal design 
process which utilizes user's needs and preferences efficiently to minimize 
the costs of the product development. The paper discusses the use of the 
design structure matrix (DSM) to help in grouping and identifying tasks 
that will require users’ feedback. Since the tasks are interdependent on 
each other, the ordering of the tasks can affect the progress of the design 
process. Thus, the Markov chain analysis [14] and an eigenvalue analysis [15] 
are introduced to determine the best ordering of the tasks that will result 
in minimum rework. The details of the DSM, Markov chain analysis, and 
eigenvalue analysis are discussed in the following sections. Demonstrating 
the developed procedure with a numerical example and a practical design 
problem of an AT device provides clear guidance of how we reduce the cost of 
designing AT devices by efficiently reflecting users’ feedback.
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2. Solution Methods

A. Design Structure Matrix
A useful tool for determining how to schedule user input during a design 
project is the Design Structure Matrix (DSM). DSM has been utilized in 
project management as well as design process [16-18]. It was first utilized 
to help find the best way to order a set of tasks based on their dependencies 
with each other [19]. It has been expanded by many researchers  and was 
used in various applications [14]. 

There are three types of tasks in a DSM. These tasks differ in their 
dependency or coupling type. Fig. 1(a) shows the first type, which are 
dependent tasks (series tasks). For instance, Task A is required in order to 
Fig. 2(a) shows a typical DSM example. 

Figure 1  DSM tasks types (a) Dependent tasks (series) (b) Independent tasks (parallel) (c) 

Interdependent tasks (coupled)

The tasks are arranged in the original intended order of execution. The 
diagonal elements of the matrix show the number of the task. The off 
diagonal elements of the matrix show the dependency of each task. The rows 
of the matrix show from which task the matrix row requires information 
from. This is shown by placing a “1” in the cell corresponding to the task that 
the row requires information from. The columns of the matrix show the tasks 
that supplies information to the rows. 

Elements below the diagonal of the matrix show dependency on tasks that 
were completed. While the elements above the diagonal show dependency on 
tasks that have not started yet. A method called partitioning [20] in DSM can 
be performed on the data in order to identify the groupings of highly related 
tasks. Fig. 2(b) shows the partitioned matrix which portrays the grouping of 
the tasks that are shaded. The grouping is important for this discussion as it 
indicates points where the insertion of input may be useful. It also provides 
a more accurate way to estimate the amount of time necessary to complete 
a set of tasks. As shown in Fig. 2(b), Tasks A, D, and E are interdependent 
tasks and Tasks C and B appear as the series tasks (dependent tasks).

Figure 2  DSM layout (a) Unpartitioned matrix (b) Partitioned matrix

B. Markov Chain Analysis
Markov chain, named after Andrey Markov, is a stochastic method that 
shows the transition from one state to another, where only the present 
state (not the past state) is what effects the transition to the future state. It 
operates in discrete time intervals in discrete state space [21]. In order to 
apply Markov chain analysis on the DSM, the DSM should be appropriately 
modified. The modified matrix is called the Work Transformation Matrix 
(WTM). The modification is done by adding estimations of the total time 
needed to perform the task along the diagonal of the matrix and replacing 
the dependencies with the probability that the task will need to be re-worked. 

Fig. 3 shows the modified DSM with its off-diagonal elements replaced 
with probabilities of rework and the diagonal elements with the estimated 
time to finish the task with no re-work. Fig. 4 shows the reward Markov 
chain for ordering of this matrix. It shows that the tasks can be done in two 
stages (the number of stages is the same as the number of tasks).

 

Figure 3  Work transformation matrix

The total time required to finish these tasks depends on which tasks the 
designer starts from. The time required to finish the 1st stage is either x if the 
starting task was A or y if the starting task was B. To calculate the time spent 
on the 2nd stage, the resulting system of linear equations represented by the 
matrix can be analyzed mathematically as a reward Markov chain. 

This is done by constructing the reward Markov chain matrix P by taking 
the transpose of the WTM (Fig. 3) and changing the sign of the off-diagonal 
elements and replacing the diagonal elements with 1:
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The removed diagonal elements are placed in a separate vector b,

The unknowns are the time spent on Tasks A and B are placed in a vector r 
such that:

where b and r are called the remaining time vector and the total time vector, 
respectively.

 

Figure 4  Reward Markov chain for the 2 x 2 matrix

Using Gaussian elimination, the time spent in the 2nd stage can be calculated 
(if Task A was the starting task, then the required unknown in the system of 
equations is the time spent on Task B and vise-versa).

If there were more stages then the time spent on each stage needs to be 
calculated in order to obtain the total time. Various algorithms [14] can 
be used to calculate the total time for all tasks. Since the earlier stages 
are a subset of the later stages, the P matrix is factorized using Gaussian 
elimination to an L, D and U matrices (lower triangle, diagonal, upper 
triangle matrix) such that P = LDU. Then the remaining time vector for all 
stages, x, is calculated as:

C. Minimum Length Ordering
The order in which task is executed in the design process can affect the total 
time spent on the design process [14]. A heuristic search algorithm can be 
used to determine the best and worst ordering of the tasks [15]. Also, the 

evaluation of the eigenvalues, , and eigenvectors, S, of the WTM (replacing 
the diagonal elements with 0) can be used to identify the best ordering of 
the tasks. For instance, if the matrix has linearly independent eigenvectors 
(eigenvector matrix S is invertible), then the total work vector can be 
calculated as:

where U is the total work vector u0 is the initial work vector (u0 = 1). By 

inspection of (1 – )-1, (1 – )-1 S-1 u0 and U, it is possible to rank which 
task will have more contribution than the other. A detailed example will be 
shown in section 3. In this research, both the heuristic search algorithm 
and eigenvalue analysis of WTM will be utilized and compared to find the 
best ordering of the tasks. The corresponding discussions concerning the 
procedure will be provided.

3. Result: Demonstration Examples

A. Numerical Application
Fig. 5 shows a typical DSM. It has a set of tasks; namely, A to G. The 
calculation of the duration to complete all these tasks is accomplished by 
partitioning the DSM to identify the coupled tasks [20]. Fig. 5(b) shows 
the corresponding partitioned matrix. The coupled tasks are A, C, E, F and 
G. Tasks D and B are series tasks, i.e., starting with Task D then Task B is 
followed. Of course, Task D does not require any information from Task B. 

To calculate the time required for coupled tasks, the DSM is modified as 
the WTM as shown in Fig. 5(c). 
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Figure 5  An example of a DSM (a) Initial unpartitioned matrix (b) Modified matrix (c) Partitioned 

matrix

The resulting system of linear equations represented by the coupled matrix 
can be analyzed mathematically as a reward Markov chain to calculate the 
expected duration to finish these tasks. Fig. 6 shows the reward Markov 
chain of the tasks from Task A to the end of the processes. Since there are 
5 tasks, the chain is divided into 5 stages. In order to calculate the time 
required to finish each task, the Markov chain can be written as a set of 
linear equations for each one of the 5 stages shown.

 
Figure 6 Markov chain for the processes from Tasks A to G

For the 5th stage for example, the resulting system of equation becomes:

where, rA, rC, rE , rF and rG are the expected remaining time at each node in 
the 5th stage. In matrix form, the system equation results in,

This linear system of equations (7) can be solved using Gaussian elimination. 
For instance, since the last task  remaining in the 5th stage is task G, then the 
remaining time for Task G is the required unknown which gives that rG  = 5.51.

Applying the same procedures (6-7) to the stages before stage 5, and solving 
the system of equations will give the time spent, S , on each task. For this 
example, SC, SE, and SF are obtained as 2.32, 3.33 and 2.72, respectively. The 
time spent on Task A is the same time required to finish Task A with no re-
work. Thus, the total time to finish all these tasks is 16.88 days.

The same results can be obtained by using the heuristic search algorithm [14] 
to calculate the total time required. First, the reward Markov chain matrix P 
is constructed by using (1), 

Then, it is decomposed using Gaussian elimination and the lower and 
diagonal matrix is obtained,
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The remaining time vector, x', is then obtained as:

Summing up the elements in the x' vector gives 16.88 days.

To determine the minimum and maximum ordering times, the heuristic 
search method [14] can be applied. For this example, the best ordering was 
obtained as E, C, A, F and G which results in 16.16 days, while the worst 
ordering is A, F, E, G, and C which results in 21.43 days.

Further investigation using the eigenvalues of the DSM can be performed. 

For the given example, the eigenvalues  and eigenvectors S are obtained 
as:

By calculating the term (1 – )-1 and inspecting the elements, it is shown 
that the first mode will have more contribution to the total work, since it has 

the largest value. In addition, by inspecting the term (1 – )-1 S -1 U0, it is 
clear that the first mode has the largest value when compared to the other 
modes. By inspecting the elements of the first mode in S, it can be deduced 
that the first and last task will have more contribution to the total work 
vector. 

The total work vector U is then calculated and it shows that the total work 
done by each task is related to the eigenvector of the first mode.

Ordering the tasks from the least contribution to the one with the most 
contribution gives that the best ordering is C, E, F, A and G. But this does 
not give the optimum ordering as the heuristic search algorithm, since this 
ordering gives a total time of 17.51 days. Thus, it is recommend to try both 
the heuristic search algorithm and eigenvalue analysis method, and the user 
should select the ordering with the minimum required time.

B. Design Problem of an Alternating Pressure Seat Cushion of a Wheelchair

A project to design and build a AT device; namely, an alternating pressure 
seat cushion of a wheelchair (Fig. 7), is analyzed to evaluate the potential 
benefits of the applied procedure (Section II) to aid in the scheduling of 
user input to reduce the cost required in the product development. The idea 
behind of the product is to produce a seat cushion that can both dynamically 
alter the loading on the buttocks and control the microclimate of the 
buttocks-cushion interface. The microclimate is regulated by an air pump 
which circulates air and controls heat and humidity of the interface as shown 
in Fig. 7. 
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Figure 7   Prototype of alternating pressure wheelchair seat cushion

Although the basic requirements for the cushion are clearly defined, the 
design activities that would need to be carried out to produce the product are 
not. This lack of definition is one of the main problems for scheduling user 
engagement. The design team could anticipate some aspects of the design 
that would require extensive user testing and input, such as the seat cushion 
itself and the operational controls that the user would use to alter the loading 
on the buttocks when seated. However, it is not clear when this input would 
be required or if there are other important aspects of the design which might 
require or benefit from additional input during the design process. 

The key members of the design team were engaged in order to bring more 
definition to these tasks. The first step was to define the tasks that were 
anticipated in order to develop the required functions (Table I). These 
design team members were first interviewed as a group in order to define 
these. After the tasks were defined, the next step was to identify all of the 
dependencies between the tasks, the likelihood of re-work, and estimated 
task duration. The tasks were laid out in a DSM-like square matrix (Fig. 8) 
prior to meeting the design team members. Each team member was met 
individually and asked to sequentially review each of the tasks defined on 
the left-hand side of the matrix and mark any dependency that the task had 
on any other task. The matrix was then partitioned (Fig. 9) and the re-work 
probabilities were estimated. In order to do this, the team member reviewed 
each of the dependencies in the matrix. Finally, the team member was asked 
to estimate how long it would take to perform the design task by itself (with 
no re-work). This value was defined in days and placed along the diagonal 
for each task. The dependencies, re-work probabilities, and task durations 
in the matrix were used when interviewing the next team member. The 

same exercise of defining dependencies, probabilities and task duration was 
performed. Any new dependencies were added directly to the matrix. If any 
disagreement or questions about existing values arose, these were recorded 
separately and the disagreement highlighted in the matrix by highlighting 
the cell. After each member was interviewed individually, the team was 
interviewed again as a group in order to resolve the discrepancies found 
in the individual interviews. For each difference, the group discussed and 
agreed on an appropriate value which was then entered into the task matrix.

Figure 8 DSM for the task of the wheel chair cushion

Table 1 Design Tasks of the Alternating Pressure Wheelchair Seat Cushion.

# Task name # Task name

1 Solid Base: Dimensions 38 Microclimate Control: Cooling device

2 Heat sink: material 39 Microclimate Control: Power/current requirements

3 Heat sink: shape 40 Bladders: Outside material type

4 Heat sink: dimensions 41 Bladders: dimensions

5 Solid Base: Weight 42 Bladders: length/diameter of connecting air tubes

6 Solid Base: Rigidity 43 Bladders: Bladder base

7 Solid base: Occupancy switch 44 Bladders: Semiconductor interface

8 Foam: dimensions 45 Bladder Foam: Heat conductivity

9 Foam: density 46 Bladder Foam: Dimensions

10 Foam: stiffness 47 Bladder Foam: shape

11 Foam: airflow 48 Bladder Foam: Stiffness

12 Foam: contour shape 49 Bladder Foam: Resilience

13 Foam: UV and moisture sensitivity 50 Bladder Foam: Density

14 Foam: Heat conductivity 51 Bladder Foam: Type (reticulated vs typical)

15 Foam: Antimicrobial 52 Bladder Foam: Air volume available

16 Foam: Weight 53 Pump: capacity (mbar)

17 Power supply: Battery capacity 54 Pump: voltage
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Figure 9 Partitioned DSM of the wheel chair cushion

There were a wide range of possible times for each of the groups of tasks, 
depending on the order in which they were arranged. The heuristic search 
program was designed to keep track of the longest and shortest of the 
orderings during the search. Each of the main groups of tasks was given 
a name for ease of reference. For example, the first task group in Table II 
consisted of the tasks required in order to determine the specific properties 
of the internal and external materials:
 

∙ Determine outside material type (40)
 ∙ Determine foam heat conductivity (45)
 ∙ Determine foam stiffness (48)
 ∙ Determine foam resilience (49)
 ∙ Determine foam density (50)
 ∙ Determine foam type (reticulated vs. typical) (51)
To calculate the optimum ordering for these tasks, the WTM shown in Fig. 10 
is obtained and transformed into a reward Markov Chain matrix. Then, the 
heuristic search algorithm and eigenvalue analysis are applied to obtain the 
best and worst ordering days for the tasks.

 

Figure 10  WTM for the first group of tasks

The best ordering for these tasks was 3, 5, 4, 2, 1 and 6 which gives 23.1 days. 
And the worst ordering was 3, 1, 5, 4, 6 and 2 which gives 26.4 days.

The same calculations were applied on each group in the DSM. The least 
efficient ordering along with most efficient ordering calculated during the 
analysis is shown in Table II for all the groups.

Table 2  Execution Time of Best and Worst Task Orderings Evaluated by the Heuristic Search.

18 Power supply: Battery type 55 Pump: size

19 Power supply: Battery weight 56 Pump: current

20 Power supply: Charger 57 Pump: weight

21 Power supply: Size of battery 58 Pump: noise/vibration

22 Power supply: Charging time 59 Semiconductor cooler: dimensions

23 Power supply: Battery level indicator 60 Semiconductor cooler: power consumption

24 Power supply: Access to battery 61 Semiconductor cooler: temperature differential

25 Power supply: Battery voltage 62 Noise control: dB suppression

26 Control hardware: Memory 63 Noise control: size

27 Control hardware: CPU 64 Noise control: interface with pump

28 Control hardware: interface with power supply 65 Noise control: weight

29 Control hardware: interface with pump 66 Noise control: source of noise: airflow vs pump

30 Control hardware: interface with  valves 67 Cover: removability

31
Control hardware: interface with semiconductor 

coolers
68 Cover: washability

32 Control hardware: interface with programmer 69 Cover: stretchability

33 Control hardware: interface with LEDs 70 Cover: size

34 Control hardware: interface with temperature sensor 71 Cover: protection of foam

35 Programmer 72 Cover: breathability

36 Microclimate Control: Air flux 73 User control: ON/OFF switch: appearance

37 Microclimate Control: Air temp 74 User control: ON/OFF switch: location

75
User control: ON/OFF switch: type (push button, 

etc)

Task Group Worst 

Ordering 

(days)

Best Ordering 

(days)

Bladder material properties 26.4 23.1

Internal foam and cover material properties 27.8 23.4

Design major mechanical components 45.5 38.2

Electronics and mechanical component integration 136.5 123.2

Design control hardware and interface with electronics 23.2 18.4

Design occupancy switch 16 16

Software program design 49 49

Design heat sink base 98.3 87.3

Cushion cover features 2.3 2.1

on/off switch features 4.8 4.5

Total 429.8 385.2
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4. Discussion

The DSM analysis of the seat cushion development project shows several 
potential advantages. First, potential reduction of the time needed to 
perform a project by properly ordering the tasks can be achieved. In the 
presented example, ordering tasks within blocks differently can lead to 
a difference of 44.6 days, or just over 10% as shown in Table II. Close 
inspection shows that two of the blocks, “Design occupancy switch (Task 
6)” and “Software program design (Task 7)”, are actually single tasks. Both 
of these, particularly the software design, would almost certainly require 
more than one task to perform which may have dependencies on existing 
tasks. This does not necessarily pose a problem since tasks within the larger 
blocks have dependencies on one another as well. Non-iterative dependencies 
will tend to move the entire block earlier or later in relation to the others. 
Second, the analysis gives an indication of the best times to potentially solicit 
inputs from users. Recall, users are not particularly good at imagining and 
providing accurate opinions on imagined objects. But if users are engaged 
at the completion of a module, the required design tasks will be completed 
and there can be a concrete artifact for the user to evaluate. In the AT 
device example, a user might provide direct feedback on the foam and cover 
materials that are chosen or the operation of the pump and mechanical 
components after they have been integrated. This provides the design team 
with necessary input at the time which is actually needed so that the solution 
can be best fit to the need. 

Because the overall time for each module can be estimated, intelligent 
decisions (based on cost, available time, etc.) can also be made on the 
quantity of input to be solicited during design process. In this case, it may 
not be reasonable to engage users immediately after designing the major 
mechanical components. They are unlikely to be very comprehensible 
to a user until after the next set of tasks that integrate the electrical and 
mechanical components with one another. It would make sense to ensure 
that an evolving solution is acceptable to users at this point before continuing 
on to later tasks. 

After the analysis was performed, some additional observations for input 
can be identified. It became clear that inputs after completing the second 
task group would be useful. This would ensure that decisions made to 
satisfy the technical requirements (internal bladders, internal and external 
materials) were also acceptable to users. This would allow acceptable 
changes to be made before later tasks were performed which depended on 
the attributes of these decisions. It was also clear that the occupancy switch 
would be a good time for additional input. The occupancy switch is the 
system that automatically detects the presence of a user and initiates the pre-

programmed operation of the cushion. In both of these cases, the additional 
input was felt necessary due to the large number of dependencies of later 
tasks. In other words, if these components were not designed in a way that 
was acceptable to the end users, then any problems requiring them to be re-
worked would set off a kind of chain reaction requiring all of the later tasks 
to be re-worked as well. 

The init ia l par t it ioning organized the tasks into groups roughly 
corresponding to modules within the design. A modular design, where the 
modules are parts of a larger system that are independent of one another but 
work together, is highly desirable [22]. Breaking a problem down into smaller 
independent pieces also reduces the overall complexity of the problem and 
makes the individual pieces easier to solve [23]. Although the task definitions 
used in the analysis were relatively high level, they were specific enough 
to clearly define all of the steps that must happen during design. This of 
course is helpful from a management standpoint (not only for identifying 
when to begin planning for input but also for things like design resource 
allocation). The general architecture of the product had been defined prior 
to the defining the individual design tasks. However, defining the design 
tasks in conjunction with all of the major decision makers allowed discussion 
and consideration of different approaches for implementation. During the 
group meetings, after the task dependencies, re-work probabilities and task 
durations had been defined, some further discussion of task definition took 
place. The focus was on reducing, as much as possible, dependencies that 
were above the diagonal in the matrix. These denote iteratively dependent 
tasks and wherever these could be removed by re-defining the task plan, the 
more serial and less complicated the design plan would be. Great focus was 
not placed on this activity, however minor changes in approach were agreed 
upon which removed some unnecessary inter-dependencies. 

Finally, the developed DSM analysis can be usefully applied with a wide 
range of existing design methods. Organizations learn how to do things 
better over time. This organizational learning includes a company’s 
managerial and technical systems that make up an organizations values [10]. 
This internal knowledge can help to provide companies with competitive 
advantages within particular markets. Large changes to these workings 
can undermine these advantages. For example, a company that utilizes a 
method such as QFD for engineering design will not likely adapt easily to a 
fully customer co-creation type model. A DSM type approach might be used 
during early project planning in addition to existing and proven processes so 
that more direct customer involvement might be included in a useful manner.
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5. Conclusion

Analysis of a design project via DSM along with Markov chain analysis 
appears to have a number of advantages to the management of design in 
general and AT design in particular. It can be used to estimate the actual 
time needed to perform the tasks in a design project of AT devices with the 
consideration of re-work effects. The demonstrated framework can be used 
as a planning tool to investigate the impact that different design approaches 
may have on the overall project. In addition, it can also be used to optimize 
the task orderings of a design project and indicate specific points where 
additional user engagement can be useful. Further development is necessary 
in order to develop a way to use this framework to make intelligent decisions 
on when and how much input is actually needed. This will need to be based 
both on design and organizational factors. The presented work in this paper 
can be a clear guidance of how we apply the DSM and Markov chain analysis 
to determine the optimal task ordering and to identify user engagement 
points in the design process of the AT devices in which the user feedback is 
critical. 
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the task orderings of a design project and indicate specific points where 
additional user engagement can be useful. Further development is necessary 
in order to develop a way to use this framework to make intelligent decisions 
on when and how much input is actually needed. This will need to be based 
both on design and organizational factors. The presented work in this paper 
can be a clear guidance of how we apply the DSM and Markov chain analysis 
to determine the optimal task ordering and to identify user engagement 
points in the design process of the AT devices in which the user feedback is 
critical. 
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